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[1] Earth’s magnetic field is currently decreasing, reducing the protection it offers against charged particles coming from space and increasing space weather hazards within the near-Earth environment. Modeling the future evolution of the field is thus of considerable interest. But how far in the future this can conceivably be done is still an open question. Here we report on the first systematic investigation of the limit of predictability of fully consistent 3D numerical dynamo simulations, and suggest that the Earth’s dynamo is likely unpredictable beyond a century, making decade timescale forecasts of the main magnetic field conceivable, but rendering longer-term predictions, such as the timing of the next reversal, totally unpredictable. Citation: Hulot, G., F. Lhuillier, and J. Aubert (2010), Earth’s dynamo limit of predictability, Geophys. Res. Lett., 37, L06305, doi:10.1029/2009GL041869.

1. Introduction

[2] The main magnetic field produced by the geodynamo within the Earth’s liquid core provides a very effective shield against the energetic charged particles that come from the Sun and space [Lundin et al., 2007]. It is also an essential ingredient in defining the near-Earth space weather conditions within which satellites orbit [Baker, 2002]. Its intensity is however known to decrease significantly at present, especially in the so-called South-Atlantic Anomaly, where the low value of the field is already an issue to space technology [Heirtzler, 2002]. Whether this trend will last for some time, enhance space weather hazards on the decade timescale and possibly lead to a reversal of the field on the millennium timescale, is a question that forecasting strategies of the type commonly used in meteorology [Kalnay, 2003] could possibly answer. Such strategies start developing in the context of geodynamo assimilation [Fournier et al., 2007; Kuang et al., 2008]. But just as for meteorology, forecasts will inevitably be limited in time by the nonlinear nature of the governing equations, as the geodynamo unfortunately belongs to the same class of non-periodic dynamical systems that can exhibit chaotic behavior.

[3] Although some attempts have been made to characterize this system as such, using either a complex generalization of Lorenz’s [1963] equations [Jones et al., 1985], or a turbulent mean-field dynamo model [Ryan and Sarson, 2008], no investigation of the finite limit of predictability of the fully consistent 3D magnetohydrodynamic equations that govern it has yet been carried out. Appropriate geodynamo simulation codes have however been available for a little more than a decade [Glazmaier and Roberts, 1995], leading to substantial progress in our understanding of the physical mechanisms at work [Christensen and Wicht, 2007] and of what may be responsible for the current decrease of the main field [Hulot et al., 2002]. This prompted us to investigate the finite limit of predictability of such dynamos, taking advantage of the now relatively accessible CPU time those codes require to run.

2. Numerical Models and Relevant Parameters

[4] In our simulations, the dynamo is assumed thermally driven, with fixed and homogeneous temperatures imposed at both the inner-core and core-mantle boundaries. The electrically conducting inner core (with the same conductivity as the liquid core) is free to rotate (along the Earth’s rotation axis) with respect to the electrically insulating mantle, and mechanical boundary conditions are assumed rigid at both boundaries. Each simulation can then entirely be defined by four dimensionless control parameters [Christensen and Aubert, 2006]: the modified Rayleigh number $Ra^* = \alpha g_0 \Delta T / \Omega^2 D$, the Ekman number $E = \nu / \Omega D^2$, the Prandtl number $Pr = \nu / \kappa$, and the magnetic Prandtl number $Pm = \nu / \eta$ (with $\alpha$ the thermal expansion coefficient; $g_0$ the gravity at the core-mantle boundary; $\Delta T$ the temperature difference between the inner and outer boundaries; $\Omega$ the Earth’s rotation rate; $D$ the difference between the inner-core and outer-core radii; $\nu$, the kinematic viscosity; $\kappa$ and $\eta$ the thermal and magnetic diffusivities of the core).

[5] Unfortunately no such simulation can yet be run with what are believed to be relevant parameter values for the Earth’s dynamo [Christensen and Wicht, 2007] (roughly $E = 10^{-15} - 10^{-14}$, $Pr = 0.1 - 1$ and $Pm = 10^{-6} - 10^{-5}$, as inferred from the known physical properties of the mainly iron alloy core, though $E$ could be as large as $10^{-9}$ if turbulent viscosity is taken into account [Roberts, 2007]), the value of $Ra^*$ being essentially unknown (save that it must be well beyond the critical number required for dynamo action). This limitation can however be obviated by running a large number of numerically accessible dynamo simulations, identifying underlying physical mechanisms, and inferring scaling rules that can hopefully be extrapolated to the Earth case, a strategy that has already been extensively discussed, met with some success [Christensen and Aubert, 2006; Christensen and Tilgner, 2004], and which we will therefore use.

[6] For that purpose, another dimensionless parameter turns out to be very useful: the Reynolds number $Rm = U_0 D / \eta$ ($U_0$ being the RMS value of the flow velocity within
the dynamo), which can be seen as the ratio $Rm = \tau_D / \tau_T$ of the magnetic diffusive time $\tau_D = D^2 \eta$ to the turnover time $\tau_T = D/U_p$. For the Earth $D \approx 2260$ km, $\tau_D \approx 120$ kyr (assuming $\eta = 1.32$ m$^2$ s$^{-1}$ as Christensen and Tilgner [2004]) and $Rm$ is of order $10^5 - 10^8$ [Christensen and Wicht, 2007]. Contrary to the control parameters $E$, $Pr$, $Pm$, and $Ra^*$, $Rm$ is not a number that can be set a priori in dynamo simulations. Rather, it comes as an output of the simulations. But in varying the control parameters one can easily ensure that a wide range of $Rm$ values is produced.

[7] In practice, our dynamo simulations were obtained by solving equations (2)–(5) of Christensen and Aubert [2006] and running the code of Aubert et al. [2008] (an evolution of the ACD code benchmarked by Christensen et al. [2001]), which uses spherical coordinates $(r, \theta, \varphi)$ and a semi-spectral method, with spherical harmonics $Y_n^m(\theta, \varphi)$ expansions and a second-order finite-differencing scheme in the radial direction (with geometrical progression towards the boundaries to resolve boundary layers). Solutions at time $t$ were thus defined by five scalar functions of the form $X(r, \theta, \varphi, t) = \sum_{n,m} x_n^m(r, t) Y_n^m(\theta, \varphi)$: two for the poloidal and toroidal components of the flow, two for the poloidal and toroidal components of the magnetic field, and one for the temperature field. Resolution varied between 44 and 106 in spherical harmonic degree, and 90 and 160 in radial grid points, depending on the simulation, to ensure convergence.

3. Error Growth in Perturbed Dynamo Simulations

[8] Our investigation of the limits of predictability of those dynamos began with the production of 30 reference simulations, each with different sets of control parameters (see Figures 1–3). For each reference simulation, we next closely followed the approach originally used in meteorology [Lorenz, 1963; Charney et al., 1966; Kalnay, 2003]. This consists in slightly perturbing the system in a perfectly controlled way at a known time, and comparing the subsequent evolution of the perturbed simulation with respect to the reference one.

[8] We were careful to ensure that simulations could be stopped and restarted without introducing rounding errors, and introduced perturbations of controlled relative magnitude $\varepsilon$ at times $t_p$ in the following ways: either in just the axial dipole poloidal magnetic field (changing the corresponding $x_1^0(r, t_p)$ values into $x_1^0(r, t_p)(1 + \varepsilon)$, or in all harmonics of one of the $X(r, \theta, \varphi, t)$ functions defining the magnetic, flow or temperature fields (changing all the corresponding $x_n^m(r, t_p)$ values into $x_n^m(r, t_p) = x_n^m(r, t_p)(1 + \varepsilon)$).
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**Figure 1.** Error growth in a perturbed dynamo simulation. In this example (with $E = 10^{-3}$, $Pr = 1$, $Pm = 10$ and $Ra^* = 0.6$, leading to $Rm \approx 500$), perturbations of three different relative magnitudes ($\varepsilon = 10^{-2}$, red; $\varepsilon = 10^{-6}$, green; and $\varepsilon = 10^{-10}$, blue, same color codes in all plots) have been introduced in the axial dipole at three different times (as indicated by black arrows). (a) The axial dipole field at the core surface for the reference run is shown (arbitrary scale) as a function of time (scaled in units of $\tau_D \approx 120$ kyr). Close-ups also show the diverging evolution of the axial dipole field once the perturbation has been introduced at time (b) $t_p = 1.51 \tau_D$, (c) $t_p = 1.90 \tau_D$ or (d) $t_p = 2.00 \tau_D$. Introducing a perturbation in the axial dipole also affects all other physical fields: shown here on a semi-logarithmic scale, all spherical harmonic degrees (up to $n = 8$) (e) of the poloidal magnetic field at the core surface, and (f) of the poloidal flow and (g) temperature fields at mid-fluid core depth (as computed from the corresponding $\Delta x_n^m(r, t)$, see text), each plot corresponding to a different value of $t_p$. Color-coded vertical bars mark the times when the perturbed solutions start behaving in a way totally unrelated to the reference solution.
Figure 2. Error growth rate $\lambda$ as a function of the magnetic Reynolds number $Rm$. All simulations have been run with the Earth-like value $Pr = 1$. Different colors correspond to different Ekman numbers: $E = 10^{-3}$, red; $E = 3 \times 10^{-2}$, blue; $E = 10^{-1}$, green; $E = 3 \times 10^{-1}$, brown. Different symbols correspond to different range of magnetic Prandtl numbers: $Pm = 0.5 - 1$, stars; $Pm = 2 - 3$, triangles; $Pm = 5 - 9$, diamonds; $Pm = 10 - 15$, circles. For each value of $E$, a best linear fit is also plotted with 1σ limits (light lines). Note that all $E = 3 \times 10^{-3}$ simulations have only been run with $Pm = 0.5 - 1$ and for numerically accessible $Rm < 1000$.

$x_m^n(r, t_p)$ (1 + $\alpha_m^n$), each $\alpha_m^n$ being an independent draw from a zero mean unit variance normal law). Each perturbed solution was next restarted, and compared to the reference solution. Logarithmic plots of $\Delta x_m^n(r, t) = \sqrt{\frac{1}{2\pi} \sum_{m=0}^{n} \frac{(x_m^n(r, t) - x_m^n(r, t_p))^2}{(x_m^n(r))}}$ (where $\langle x_m^n(r) \rangle$ stands for the RMS value of the $x_m^n(r, t)$ time series) were finally used to infer the perturbation growth rate as seen in each degree $n$ of the magnetic, flow or temperature fields at various radii within the core.

Figure 3 illustrates the consequence of introducing such perturbations at any of three different times in one reference run. In all cases, the perturbed simulation first follows the reference solution closely, but always eventually evolves in a totally unrelated way. The larger the perturbation, the sooner the divergence occurs. Plotting the difference between the perturbed and reference solutions on a semi-logarithmic scale clearly shows that this difference is always growing in the same exponential manner. For each reference run we similarly ran a large number of tests and checked that this behavior was always found, independently of the time and the way the initial perturbation was introduced (be it in the magnetic, flow, or temperature fields involved in the equations governing the dynamo), and independently of the parameter used to monitor the subsequent evolution of the simulations (again, magnetic, flow, or temperature fields). For each reference simulation, always the same error growth rate was recovered, to within roughly 20% fluctuations. From this we infer that each reference simulation, and hence each set of control parameters $E$, $Pr$, $Pm$ and $Ra*$, is associated with a single dominant error growth rate, which we define as $\lambda = \tau_e^{-1}$, where $\tau_e$ is the $e$-folding time of the exponential growth.

4. Scaling Rules for the Error Growth Rate

[11] The universal character of the error growth rate we observe suggests that it is directly related to the advection of the error fields by the background dynamo flow, which indeed advects all fields (magnetic, temperature and the flow itself) in a similar manner. This in turn suggests that the error growth rate $\lambda$ is scaled by the inverse of the turnover time $\tau_T = D/U_0$, and is therefore proportional to $Rm = \tau_D / \tau_T$ when measured in units of the known quantity $\tau_D$. Figure 2 shows that this is indeed the case. Figure 2 however also shows that the proportionality factor is sensitive to the value of $E$, which we further interpret in terms of a geometrical effect of the leading scales of the background dynamo convection. Advection of the field by the dynamo flow is also known to govern the timescales $\tau_n$ that characterize the time variations of each non-dipole spherical harmonic degree
n of the (observable) field at the core surface (defined as \( n = \left( \sum_{m=0}^{n} \left( g^2_{nm} + h^2_{nm} \right) \right)^{1/2} \), where \( g \) and \( h \) are the Gauss coefficients of the field, the dot marks their time derivative and \( \langle \rangle \) the time average [see Hulot and Le Mouël, 1994; Christensen and Tilgner, 2004]). Indeed, in numerical simulations as well as for the Earth’s magnetic field, those follow a \( \tau_n \propto \tau_{SV} / n \) law to within a reasonable approximation, with \( \tau_{SV} \) (again measured in units of the known quantity \( \tau_D \)) being mainly proportional to \( Rm \). This common main dependence of \( \lambda = \tau_r^2 \) and \( \tau_{SV} \) on \( Rm \) finally suggests that we also plot the ratio \( \tau_r / \tau_{SV} \) as a function of \( Rm \). Figure 3 shows that for high \( Rm \) (low \( 1/Rm \)), \( \tau_r / \tau_{SV} \) converges towards a constant value, fairly independently of the exact value of \( E \) (at least within the range \( E = 10^{-3} - 10^{-5} \) of values reasonably accessible for such a multi-run numerical study, and close to the \( E = 10^{-6} \) value currently achieved in the most advanced dynamo simulations [Kageyama et al., 2008; Christensen et al., 2009]). This convergence is achieved all the faster as \( E \) is small.

5. Consequences for Earth’s Dynamo Predictability

12 Given that, as we saw, \( E < 10^{-9} \) and \( Rm > 100 \) for the geodynamo, Figure 3 suggests a maximum value of \( \tau_r \approx 0.05 \tau_{SV} \) for the Earth’s main magnetic field. Using \( \tau_{SV} = 535 \text{ yr} \) [Christensen and Tilgner, 2004] then leads to an e-folding time of \( \tau_r \approx 30 \text{ yr} \), and a doubling time of roughly 20 years, analogue of the 1.5 days doubling time in meteorology [Kalnay, 2003].

13 These results have several important implications. They first show that, provided the physics of the geodynamo is properly captured by such codes, data assimilation strategies based on 3D dynamo codes [Kuang et al., 2008] could significantly improve on current simple linear extrapolations of the field [Maus et al., 2005]. Satellite data now make it possible to know the main magnetic field within 10–20 nT at the Earth’s surface (the average magnitude of the field being on order 40,000 nT). But linear extrapolations typically lead to errors on order 100 nT after just five years [Maus et al., 2008]. Our results thus suggest that using an ideal assimilation scheme could lead to a prediction of similar quality after 50 to 70 years (as inferred from \( \tau_r \approx 30 \text{ yr} \) times ln(100/20) or ln(100/10)). In fact, the evolution of large-scale structures (such as the South Atlantic Anomaly, which does not need to be known to much better than 10% error for most applications [Heirtzler, 2002]) might even be predictable beyond that range, since in practice (and as also observed in meteorology [Kalnay, 2003]), the error growth rate always slackens when errors reach large values (see Figure 1). In contrast, our results also point at the fundamental impossibility of predicting when the next magnetic field reversal will occur. Indeed, in each of our simulations the error growth rate is always the same, even close to a reversal; and once an error has led a perturbed solution to evolve in a way unrelated to the unperturbed solution, information about the timing of the next reversal is also lost (Figure 1d). Since we know from examination of past reversals [Constable and Korte, 2006] that the next reversal could not occur before a couple of thousand years, way beyond the century timescale that can possibly be envisioned for any realistic prediction, it thus seems very unlikely that the next reversal could plausibly be predicted.

6. Concluding Comments

14 All numerical simulations discussed so far are thermally driven, and assume simple boundary conditions. The way Earth’s dynamo is driven is likely more complex, and the above extrapolation to Earth’s dynamo predictability should therefore be taken with substantial caution. Also, in much the same way progress in numerical modeling has led to a reduction by a factor two of the doubling time in meteorology [see Kalnay, 2003], future simulations with more realistic lower Ekman numbers could lead to a lower estimate of the e-folding time than we inferred. However, it is worth noting that additional results from a few simulations based on compositionally (rather than thermally) driven numerical dynamos do bring substantial support to the general character of our findings. Those simulations have been computed following Olson et al. [2009], and have also been found to lead to the same type of error growth as those reported above. In particular, and as can be seen in Figure 3, the corresponding \( \tau_r / \tau_{SV} \) ratios again converge towards the same limit value for high \( Rm \). Interestingly, we finally note that in the case of the compositionally driven dynamo investigated in much detail by Olson et al. [2009] (with \( E = 6.5 \times 10^{-3} \), \( Pr = 1 \), \( Pm = 20 \) and \( Ra = 1.9 \times 10^4 \), where \( Ra \) is the compositional Rayleigh number as defined by Olson et al. [2009], leading to \( Rm \approx 100 \)), we do find a very high value of \( \tau_r / \tau_{SV} = 3 \) (large star in Figure 3a), showing that such a dynamo is indeed exceptionally predictable, in agreement with these authors’ claim that (contrary to dynamos with low \( E \)) such a dynamo could display some long-term reversal precursor. Our results however clearly point at Earth’s dynamo being unfortunately far less predictable.
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