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We investigate the interaction of thermal convection and crystallization in large aspect-ratio magma chambers. 
Because nucleation requires a finite amount of undercooling, crystallization is not instantaneous. For typical values of 
the rates of nucleation and crystal growth, the characteristic time-scale of crystallization is about 103-]04 s. Roof 
convection is characterized by the quasi-periodic formation and instability of a cold boundary layer. Its characteristic 
time-scale depends on viscosity and ranges from about 102 s for basaltic magmas to about 107 s for granitic magmas. 
Hence, depending on magma viscosity, convective instability occurs at different stages of crystallization. A single 
non-dimensional number is defined to characterize the different modes of interaction between convection and 
crystallization. 

Using realistic functions for the rates of nucleation and crystal growth, we integrate numerically the heat equation 
until the onset of convective instability. We determine both temperature and crystal content in the thermal boundary 
layer. Crystallization leads to a dramatic increase of viscosity which acts to stabilize part of the boundary layer against 
instability. We compute the effective temperature contrast driving thermal convection and show that it varies as a 
function of magma viscosity and hence composition. 

In magmas with viscosities higher than 103 poise, the temperature contrast driving convection is very small, hence 
thermal convection is weak. In low-viscosity magmas, convective breakdown occurs before the completion of 
crystallization, and involves partially crystallized magma. The convective regime is thus characterized by descending 
crystal-bearing plumes, and bottom crystallization proceeds both by in-situ nucleation and deposition from the plumes. 
We suggest that this is the origin of intermittent layering, a form of rhythmic layering described in the Skaergaard and 
other complexes. We show that this regime occurs in basic magmas only at temperatures close to the liquidus and never 
occurs in viscous magmas. This may explain why intermittent layering is observed only in a few specific cases. 

1. Introduction 

Large  i gneou s  i n t r u s i o n s  exh ib i t  c o m p l e x  
layered  s t ruc tures  which  have b e e n  recent ly  re- 
v iewed b y  I rv ine  [1]. The i r  bewi lde r ing  var ie ty  

shows that  m a n y  d i f fe rent  processes opera te  in 
coo l ing  m a g m a  chambers .  W h a t  is widely  recog- 
n i zed  is that  they are due  to the c o m b i n e d  effects 
of  convec t ion  a n d  crys ta l l iza t ion  [2-5].  There  are 
n o w  several  c o m p e t i n g  mode l s  [2,6-8],  a n d  it is 
d i f f icul t  to dec ide  which  appl ies  where.  It  seems 
that  n o  single phys ica l  f r amework  can  al low the 
i n t e r p r e t a t i o n  of  all  s t ructures ,  which  p resen t s  a n  
obv ious  d i f f icu l ty  for theore t ica l  deve lopmen t s .  
The  d i f f icul ty  s tems p r imar i l y  f rom the imposs ib i l -  
i ty of  r e p r o d u c i n g  a m a g m a  c h a m b e r  in  the 
l abora to ry ,  due  to a lack of  c o mp re h en s i v e  scal ing 
ana lys i s  e n c o m p a s s i n g  the effects of  b o t h  convec-  
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t ion  a n d  crys ta l l iza t ion .  Crys ta l l i za t ion  is a rate 
process  d e t e r m i n e d  b y  the k inet ics  of  n u c l e a t i o n  
a n d  crystal  growth,  a n d  hence  d e p e n d s  o n  the 

sys tem cons idered .  
I t  is clear tha t  m a n y  processes can  opera te  in  

m a g m a  c h a m b e r s  because  several  phases  are in-  

volved (gas, crystals ,  l iquid) .  S ta r t ing  f rom a ho-  
m o g e n e o u s  l iquid,  all these complexi t ies  arise be-  
cause  of  crys ta l l iza t ion .  The  a im of  this pape r  is to 
c lar i fy  which  c rys ta l l i za t ion  regimes are possible .  
W e  l imi t  ourselves  to the s tudy  of free convec t ion .  
F o r  the sake of  clari ty,  two categories  of free 
convec t i on  can  be  de f ined  accord ing  to the d r iv ing  
m e c h a n i s m .  O n e  is c o m p o s i t i o n a l  convec t i on  
d r iven  by  dens i ty  con t ras t s  due  to f r a c t i o n a l  crys- 
ta l l iza t ion,  suggested b y  Morse  [9] a n d  s tud ied  
ex tens ive ly  b y  H u p p e r t ,  T u r n e r  a n d  Sparks  
[2,10-12] .  The  o ther  is the rmal  c o n v e c t i o n  d r iven  
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by temperature contrasts. In a magma chamber, 
both play a role but it is not clear how: the 
thermal evolution of the chamber determines how 
crystallization proceeds, which in turn determines 
how composition and temperature evolve. In this 
paper, we study the limit case of thermal convec- 
tion driven by cooling at a roof. This allows an 
understanding of the effects of the crystallization 
kinetics which differ between silicate liquids and 
the aqueous solutions used in the laboratory ex- 
periments of Huppert ,  Sparks and Turner [10-12]. 
The problem may be summarized as follows. As 
magma cools, its density increases and this makes 
it prone to convective instability. At the same 
time, it crystallizes and this acts to increase its 
viscosity and to stabilize it against convective in- 
stability. Were crystallization instantaneous, cold 
magma would behave rigidly and convection would 
only develop in regions above the liquidus. How- 
ever, crystallization is not instantaneous and 
magma may become convectively unstable before 
crystallizing. We shall use recent results on ther- 
mal convection in fluids of variable viscosity to 
specify how this occurs. This will also allow a 
detailed model of the upper boundary layer and of 
the transition between the crystallizing upper 
border zone and the convecting interior of the 
chamber. 

The plan of this paper is the following. We first 
set up a simple physical model of thermal convec- 
tion. We start from basic physical principles and a 
limited set of parameters, and investigate sys- 
tematically their range of variation. Section 3 is 
devoted to the governing equations and to a di- 
mensional analysis which allows an easy under- 
standing of the coupled effects of all parameters 
involved. In section 4, we present detailed numeri- 
cal results and then discuss their validity with 
regard to the simplifying assumptions made. In a 
last section, we apply our results to real magma 
chambers and evaluate possible implications for 
the origin of igneous layering. 

2. Thermal convect ion in magmas 

We now consider a simple model of thermal 
convection. We focus our attention on reservoirs 
with large aspect-ratios, where the effects of side- 
wall cooling can be neglected (Fig. 1). This applies 
to basic complexes such as the Stillwater and the 

UPPER U N S T A B L E  B O U N D A R Y  LAYER 

Fig. 1. Schematic representation of thermal convection in a 
magma chamber. There are two types of convective currents. 
Plumes are generated at the roof, and convective currents at the 
side walls. In this paper, we focus our analysis on large-aspect 
ratio reservoirs where the effects of side walls are small in the 
center. 

Bushveld, but also to any chamber towards the 
end of crystallization. Crystallization occurs mainly 
at the floor [5,9,13,14], hence the chamber gradu- 
ally "fills up" and arrives at a stage where the 
effective aspect-ratio of the convecting reservoir is 
large. 

Consider first a homogeneous liquid and ne- 
glect crystallization. Thermal convection is con- 
veniently characterized by a single parameter, the 
Rayleigh number  defined as follows: 

R a -  pgaATd3 (1) 

where x is thermal diffusivity, # dynamic viscos- 
ity, a the thermal expansion coefficient, p a refer- 
ence density and g the acceleration of gravity, d is 
the chamber thickness and AT the driving temper- 
ature difference (i.e. the thermal contrast between 
roof and liquid magma). Typical values for these 
parameters are given in Table 1. As stressed by 
Shaw [3] and Bartlett [4], Ra is always very large, 
even for small values of AT. Hence, convection 
occurs in a turbulent regime [15], with a well-mixed 
interior and thin boundary layers at the top and 
bot tom (Fig. 2). The important point is that fluid 
motions are not organized in a regular pattern of 
cells but in the form of downgoing plumes (Fig. 
3). There are no rising plumes and the upward 
motions are diffuse. Finally, fluid dynamical ex- 
periments have shown the existence of a stagnant 
layer at the bot tom of the reservoir [16]. 

At the top boundary, thermal convection is 
characterized by the quasi-periodic destruction of 



TABLE 1 

Definition and values of the parameters 

Symbol Quantity Value 

L latent heat value 
cp specific heat 
r thermal diffusivity 
0 density 
a thermal expansion 
g gravity 
I m maximum nucleation rate 
Ym maximum growth rate 
8 T delay of nucleation 
E 0 activation energy above 

the liquidus 
E] activation energy below 

the liquidus 
/~0 dynamic viscosity at 

the liquidus 
z, kinematic viscosity 
7", temperature at the top of 

the unstable boundary layer 
T L liquidus temperature 
T i initial magma temperature 
A T temperature contrast 

between country rock and magma 
,# crystal content per unit volume 

3.5 x l 0 5  J kg -1 
103 Jkg  -1 oC-]  
7 x 1 0  -7 m 2 s-1 
2.8x103 kg m 3 
5 x 1 0  5 oC-1 
10 m s -2 
7x106 m -3 s - ]  
6 x l 0  -8 m s -1 
_- 5oc 

2.1 x 105 J mol - 1 

1.2X 106 J mol - ]  

the thermal boundary layer [17]. This boundary 
layer grows by conductive cooling until it becomes 
unstable (for example, see the photographs in 
Jaupart et al. [16]). Convective plumes appear and 
exhaust the boundary layer, which then reforms 
until the next instability. The instability occurs 
when a Rayleigh number defined locally exceeds a 
critical value [17]: 

pgaAT83c 
R t - R c (2) x~ 

where 8¢ is the boundary layer thickness. R c is the 
critical value, about 200 within a factor of two 
depending on the boundary conditions [18]. As 
heat transfer is by conduction until convective 
breakdown, the critical time t¢ is such that: 

tc = - -  (3 )  
K 

t c defines the characteristic time-scale of thermal 
convection. Expressing (2) as a function of tc 
instead of 8 c shows that the critical time increases 
with viscosity. Viscosity varies markedly among 
magmas, from values as low as 10 poise for ultra- 
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Fig. 2. Schematic representation of the temperature structure of 
thermal convection. In the middle, fluid is well-mixed and has a 
uniform temperature. Convective plumes are generated at the 
upper boundary layer. The chamber bottom is stagnant [16]. 

mafic liquids up to values as high as 108 poise for 
rhyolite [19, p. 22]. This range translates into a 
large variation of critical times, whatever the value 
of AT. For example, an arbitrary value of 50°C for 
AT leads to values of t c from 102 S to 107 s. These 
estimates must be compared to the time taken for 
crystallization. Using known rates of nucleation 
and crystal growth, we have shown that the char- 
acteristic time for crystallization is between 103 
and 104 s [20]. This is bracketed by the range of 
critical times for the arbitrary AT of 50°C. When 
convective instabilities occur, crystallization is just 
starting in low-viscosity magmas, whereas it is 
fully developed in viscous ones. This shows that 
crystallization cannot be neglected and that this 
simple analysis is not valid. We now examine 
numerically a model poblem with crystallization 
and cooling in transient conditions. 

3. Convective instability during cooling and crys- 
tallization 

We consider the simplest cooling experiment, in 
one dimension only (the vertical). At time t = 0, 
magma is emplaced in cold country rocks. As 
discussed earlier, thermal convection is char- 
acterized by the quasi-periodic breakdown of a 
boundary layer which grows by conduction. Hence, 
the problem is reduced to one of conduction until 
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Fig. 3. Photographs of developing thermal convection (from [16]). At the top boundary, cooling generates cold plumes which move 
downwards. 



the onset of instability. We assume that crystalliza- 
tion takes place in magma only. The heat equation 
is written: 

3 T / 3 t  = tc~)2T/~z 2 for z < 0 (country rock) (4a) 

3 T / 3 t  = x32T/3z  2 + L/cp 3q~/3t 

for z > 0 (magma) (48) 

where Cp is the isobaric heat capacity and L the 
latent heat per unit mass. q~ is the crystal content 
per unit volume and takes values between 0 and 1. 
3q~/3t depends on the nucleation and growth rates 
according to the equation [21]: 

3ep/3t=4~r(1-ep)Y(t) fotl(v)[LtY(u ) du] 2 du 

(5) 

I and Y are the rates of nucleation and growth 
which depend on temperature according to expres- 
sions given in Appendix A. These expressions have 
been determined using simple non-equilibrium 
thermodynamics and the results of laboratory ex- 
periments. The initial conditions are that both 
magma and country rock are initially isothermal, 
with an initial temperature contrast AT: 

T ( z ,  0) = T i for z > 0 (magma) (6a) 

T(z ,  0) = T i - AT for z < 0 (country rocks) (6b) 

T~ denotes the initial magma temperature. At t = 0, 
the contact temperature is instantaneously carried 
to (T  i - A T / 2 ) ,  and then increases as crystalli- 
zation proceeds (see [20]). Hence the thermal con- 
trast decreases. 

The equations of T and q~ are coupled. To 
understand the effects of all parameters, it is use- 
ful to write down the equations in dimensionless 
form. To this aim, we first assume that the physi- 
cal properties are constant. The temperature scale 
is AT, and both a depth-scale and a time-scale are 
needed. In this problem, the depth-scale is the 
boundary layer thickness, which is also defined as 
the convective depth-scale [15]: 

g a A T  - 1/3 
3c = ~ Rcxl  " ) (7a) 

u is kinematic viscosity, i.e. ~/P. Because heat 
transfer is by conduction, the corresponding time- 
scale is simply the critical time already defined 
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above: 

t~ = - -  (7b) 
K 

The obvious scales for the nucleation and growth 
rates are the maximum values I m and Ym (see 
Appendix A). The non-dimensional variables are 
denoted by primes: 

t = t'tc (8a) 

z = z'8¢ (8b) 

1 = I'I m (8C) 

Y= Y'Ym (8d) 
T = T i + T 'AT (8e) 

The system of equations (4) to (5) becomes, drop- 
ping the primes: 

3T /3 t  = 32T/3z  2 (9a) 

3T /3 t  = 32T/3z  2 + L / ( c p A T ) 3 q ~ / 3 t  (9b) 

3 ~ / 3 t  = t4c(Y3mIm)4~r(1 -- eo)Y(t) fo'I(o ) 

X [ L t Y ( u  ) du] 2 dv (9c) 

This introduces two characteristic numbers, the 
Stefan number o, and a new number denoted by 
C: 

L 
o - (10a) cpAT 

1 ( Rcxv ~8/3 
C=-'~tgotAZ ) (rm3Im) (10b) 

The Stefan number gives a measure of the impor- 
tance of latent heat in the temperature equation. If 
it is small (o << 1), then crystallization can be 
neglected in the heat budget. For the parameter 
range of interest here, as in most geological prob- 
lems, the Stefan number is close to 1, thus latent 
heat release is a significant process. The number C 
can be rewritten as: 

C = ( l l a )  

where ~'c has the dimension of time and is defined 
as: 

"rc=(y3mlm) -1/4 ( l l b )  
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% is the characteristic time for crystallization. With 
the numerical values used here (Table 1), it is 
5 × 103 s. Equation ( l l a )  shows that C is the ratio 
between the time-scales for convection and crys- 
tallization. From equation (9c), if C is small (C << 
1), then O¢k/Ot is also small, hence crystallization 
is not significant when convection develops. If, on 
the other hand, C is large (C >> 1), then crystalli- 
zation cannot be neglected. 

From (10b), it is seen that C increases with 
magma viscosity, and also with the rates of growth 
and nucleation. In the following, we shall keep Ym 
and I m both constant for reasons detailed in 
Appendix A. Using these values, varying viscosity 
from 10 poise to 108 poise leads to values of C 
ranging from 4 × 10 9 to 2 × 10 l° . Therefore, 
varying viscosity between the bounds for silicate 
liquids entails spanning the whole range of values 
for C, and hence the whole spectrum of possibili- 
ties for the interaction between crystallization and 
convection. 

This non-dimensional analysis allows a quick 
glance at the problem. It is unfortunately oversim- 
plified because all parameters vary dramatically in 
the boundary layer: temperature, crystal content, 
and hence viscosity [22,23]. Thus, there are no 
simple scales for all these variables, as explicitly 
assumed above. Furthermore, the vertical variation 
of viscosity becomes an important parameter [18], 
and there is no simple way to parameterize it since 
it changes with time. The same problem is encoun- 
tered in mantle convection when allowance is made 
for the temperature dependence of viscosity, and a 
series of simple techniques are available to char- 
acterize instability [18,24]. 

We proceed as follows. Crystallizing magma is 
treated as a mixture of crystals and liquid. The 
conduction equations are integrated numerically 
using the method of our earlier paper [20]. We 
follow the evolution of temperature and crystal 
content and calculate the viscosity profile using 
the relationship defined in Appendix B. Because 
viscosity varies significantly, the whole boundary 
layer does not go unstable ([18] and Fig. 4). Only 
its lowermost part where viscosity is lowest does 
so, leaving the viscous top unaffected. The unsta- 
ble part has thickness 8. The temperature at the 
interface between the stable and unstable parts is 
T u (Fig. 4). This determines the effective driving 
temperature difference of convection, i.e. the ther- 
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T E M P E R A T U R E  

T o T; 

z 

UNIFORM VISCOSITY 

(a) 

T E M P E R A T U R E  

T O Tu Ti 

RiGiD 

VARIABLE VISCOSITY 

(b) 
Fig. 4. Schematic profiles of temperature at top of the convect- 
ing chamber, illustrating the difference between uniform and 
variable viscosity. T o is the temperature at the upper border. 
The upper border is initially at the chamber roof and migrates 
downwards as crystallization proceeds. (a) Uniform viscosity. 
The top of the unstable boundary layer is at the upper border 
with temperature T o . The broken line is the tangent to the 
temperature curve and shows how 6 is defined (equation 13). 
(b) Variable viscosity (due to temperature and crystals). The 
upper part of the thermal boundary layer is highly viscous and 
behaves rigidly. Only the lower part of thickness 8 is unstable. 
T u, the temperature at the top of the unstable boundary layer, 
is higher than T o . 

mal contrast between the chamber roof and con- 
vecting interior. To calculate the values of 8 and 
T u, we use the instability criterion deVeloped by 
Jaupart and Parsons [18] which allows the treat- 
ment of fairly arbitrary viscosity variations. This 
criterion yields results similar to others and is in 
agreement with laboratory experiments [25,26] as 
well as numerical studies [27,28]. We compute a 
local Rayleigh number at any depth z in the 
magma where temperature is T(z): 

R.(z) og [r - K/~(z) (12) 

t~(z) is viscosity at depth z and [T i - T(z)] is the 
local temperature contrast. 8(z) is a local depth- 
scale defined as: 

8 ( z )  [ r , -  T(z) ]  0 3  ) 
0T a (z) 

The local Rayleigh number defined by (12) 
depends on both depth and time. As shown in [18], 
at any given time, it has a bell-shaped profile, 



reaching a maximum in the boundary  layer and 
decreasing to zero below. This profile evolves with 
time, with increasing values as cooling proceeds. 
This allows up to determine when and how con- 
vective breakdown occurs. Instability sets in when 
the maximum of Ra(z) exceeds a critical value of 
200. Also, the depth of the maximum defines the 
level separating the stable and unstable parts of 
the boundary  layer. This allows us to define which 
part  of  the .cold boundary  layer remains stable 
because of its greater viscosity. 

The parameters of  the problems are: T~, the 
initial magma temperature, AT, the initial temper- 
ature contrast  between magma and country  rocks, 
and /~0, the viscosity at the liquidus. 

We assume that T i is equal to the liquidus T c. 
We shall also consider the case where the initial 
temperature is slightly greater than the liquidus, 
i.e. magma is superheated. Superheating is the 
natural  consequence of melt extraction from a 
partially molten source. The degree of superheat- 
ing is a function of  composi t ion and of  the vertical 
distance separating the source and the chamber.  
For  a natural lherzolite source and a tholeiitic 
liquid, superheating may reach several tens of de- 
grees [29, p. 411]. There is an additional reason 
why magma cannot  be much below the liquidus. 
Supposing this is the case, we have shown in [20] 
that nucleation is so extensive that latent heat 
release brings it back to the liquidus. Dowty  [30] 
reached the same conclusion, whatever the heat 
loss mechanism is, because heat transfer in geo- 
logical condit ions cannot  evacuate the heat re- 
leased by crystallization over a large volume. This 
is why thermal calculations always show that 
crystallization is limited to thin boundary  layers. 
Campbell  [31] gave field arguments  which support  
this view. We shall investigate a range of initial 
temperatures f rom T L to T L + 100°C. 

The initial temperature of country  rocks is set 
at a fixed value (T  u - 600°C). Thus, AT is always 
larger than 600°C, corresponding to condit ions of  
intrusion in cold country  rock. As shown in [20], 
the contact  temperature increases rapidly, hence 
the temperature contrast  drops to small values. 
Even for these high initial temperature contrasts, 
the thermal evolution depends weakly on AT, 
hence there are in reality only two governing 
parameters:  /% and T i. 

351 

4. Results 

We illustrate our  results as a function of  two 
variables, T~ and t~0- We determine at which stage 
of  the crystallization sequence convective instabil- 
ity sets in. The idea is to proceed as in the non-di-  
mensional analysis above. However,  instead of just  
one characteristic time for crystallization, there are 
two. Crystallization proceeds both  by nucleation 
and crystal growth. As discussed in our earlier 
paper  [20], there is a nucleation delay, and hence 
nucleation does not  start until some time t 1 [20]. 
We define the onset of  crystallization at time t~ 
such that the crystal content  exceeds a critical 
value of 0.01% somewhere in the undercooled 
boundary  layer. Once crystallization has started, it 
takes time to develop and is not  completed any- 
where until some time t 2. Time t 2 is such that the 
crystal content  reaches 99% somewhere in the 
cooled boundary  layer. Between times t~ and t z, 
the cooled boundary  layer contains crystals, but  is 
only partly crystallized. Times t~ and t 2 play roles 
similar to % defined in ( l lb) .  In fact, % is found 
to lie between the two. The critical time t~ for 
convective instability depends on how crystalliza- 
tion proceeds ( through the viscosity effect). Fig. 5 

10" 

I 0 '  t l  tc  = t2 

" ~ . ~ ' - - ' - - T -  t o :  t l  
. . . . . . . . .  ;z~ Oo • 

10: I ~ I ~" I I I I 
I0 '  10 ~ 10 ~ 10 '  

V I S C O S I T Y  ( p o i s e  ) 

Fig. 5. Critical time for onset of convection (tc) as a function 
of viscosity P-0 (~o is the value at the liquidus). Calculations 
for two values of the initial magma temperature are shown: T L 
and (TL+100°C). There are three cases. For small viscosity 
values, t~ is lower than q: instability occurs before the onset 
of crystallization. For large viscosity values, t c is larger than t 2 
and crystallization develops faster than convection. For inter- 
mediate viscosity values t~ lies between t 1 and t2: there is 
interaction between crystallization and convection. 
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shows plots of t c as a function of /~0 for two 
different values of T~, the initial magma tempera- 
ture. Note that the curves are similar and that t c 
increases as ~t 0 increases, spanning the whole 
crystallization sequence from times less than t] to 
times greater than t 2. We now examine in detail 
the various regimes of instability to specify the 
structure of the unstable boundary layer. We first 
fix T~ at the liquidus. 

4.1. lnitial magma temperature at the liquidus 

Using the rates of nucleation and growth de- 
fined in Appendix A and in Table 1, t] is equal to 
2 × 103 s. There are three different cases (Fig. 5). 

Case a: t c < t]: /x 0 ~< 40 poise (Fig. 6). The instabil- 
ity occurs before the onset of crystallization. There 
are very few crystals in the undercooled boundary 
layer (Fig. 6c). The viscosity variation is moderate 
(Fig. 6b) and mostly due to the temperature effect. 
T, is below the liquidus: the temperature contrast 
across the unstable boundary layer can exceed 
values of 50°C (Fig. 6a). Note that it is consider- 
ably smaller than the initial contrast between 
country rocks and magma. 

Case b: t I < t c < t 2 : 4 0  ~</z 0 ~< 105 poise. Partly 
crystallized magma is taken up in the instability. 
The structure of the thermal boundary layer is the 
following. Between temperatures T L and (T  L - 

TEMPERATURE 

0 T t - 1 0 0  

a .  

~ 2o 

( a )  

TOO 

DYNAMIC VISCOSITY NUMBER OF CRYSTALS 

(poise) (cm -z) 

10 ~ 10 ~ 5.10 3 10" 

i i , L , , i , i 

(b) (c)  

Fig. 6. Vertical profiles of temperature, viscosity and crystal 
content at time t c for ~o = 30 poise. This case is such that 
t c < tl, i.e. crystallization has not begun, z = 0 is at the contact 
with country rocks. The unstable boundary layer has thickness 
& Note that T, is much lower than the liquidus and that there 
are few nuclei in the unstable boundary layer. 

6T),  where 6T is the nucleation delay (see Ap- 
pendix A), there are no crystals. At temperatures 
lower than (T  e - 6 T ) ,  crystals are nucleated and 
grow, and the crystal content 4~ varies steeply. 
Viscosity also increases steeply and acts to stabi- 
lize the region where ~ is greatest. T, is somewhat 
lower than (T  L -  6T).  This case is intermediate 
between case (a) above and case (c) below. As #0 
increases, the critical time increases and crystalli- 
zation has time to develop. With more crystals, 
viscosity increases and instability can only be at 
hotter levels. T u increases with /~0, eventually re- 
aching the limit (T  L - S T )  when /1 o equals 105 
poise (Fig. 7). 

Case c: t c > t2: /z 0 >~ 105 poise (Fig. 8). Crystalliza- 
tion is fully developed, with a thin crystallization 
interval (a few centimeters) advancing as cooling 
proceeds. In the undercooled boundary layer, the 
viscosity increase is steep and the whole crystalli- 
zation interval remains stable. T, is equal to (TI. - 
ST)  and there are no crystals in the unstable 
boundary layer (Fig. 8a). 

4.2. Initial magma temperature above the liquidus 

We now suppose that magma is slightly super- 
heated. In this case, there is a heat flux from the 
magma into the crystallizing region. Country rocks 
must evacuate both this and the heat released by 
crystallization, hence crystallization is slower. As 
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Fig. 7. Temperature at the top of the unstable boundary layer 
(T,)  versus viscosity for T i = T L .  8 T  denotes the nucleation 
delay and is such that there are no nuclei between temperatures 
TI_ and T L - S T .  For/z 0 < 105 poise, T u is smaller than T L - 8 T  

and the unstable boundary layer contains crystals. For/~0 > 105 
poise, T, is equal to ( T  L - 6 T )  and there are no crystals in the 
unstable boundary layer. 



stressed in [20], the main result is that the crystalli- 
zation interval is thinner. Thus the viscosity in- 
crease in the boundary layer is steeper than before, 
which acts against convective instability [18]. 

This case is similar to the previous one, with t c 
increasing as a function of /~0 (Fig. 5). There is, 
however, a subtle effect. In magmas of low viscos- 
ity, convection sets in very early if T~ is high. Fig. 
9 shows the evolution of T u as a function of T i for 
a viscosity of 30 poise. To increases with Ti, ex- 
ceeding the liquidus when T i exceeds (T L + 70°C). 
In that case, convection develops only in the 
lowermost part of the boundary layer, where there 
are no crystals. This is the same situation as case 
(c) above. This shows that the interior temperature 
is an important parameter. 

4.3. Summary 

As shown in previous studies [18,24-26], the 
effect of variable viscosity is to reduce the strength 
of convection. The temperature difference which 
effectively drives convection is equal to (T i - Tu), 
hence it is much smaller than the total tempera- 
ture difference. In the example of Fig. 8, the 
driving temperature contrast is only 5°C, com- 
pared to an initial contrast of 600°C between 
magma and country rocks. In Fig. 9, we compare 
two magmas with different viscosities. At low 
viscosity, T u can be quite lower than (T e - 6 T ) ,  
hence the driving temperature contrast is not 
negligible, exceeding several tens of degrees. At 
high viscosity, T u remains equal to ( T L - 6 T ) ,  
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Fig. 9. Temperature at the top of the unstable boundary layer 
(To) versus initial magma  temperature (Ti) for two viscosity 
values (30 and 106 poise). If T u is lower than (T  L - ST), there 
are crystals in the unstable boundary layer and hence in the 
convective plumes. The regime of crystal-bearing plumes ap- 
plies to magmas with viscosities less than 105 poise and initial 
temperatures close to the liquidus. 

hence the driving temperature contrast is always 
small. We conclude that viscous magmas are char- 
acterized by weak thermal convection, owing not 
only to their high viscosity, but also to the fact 
that the driving temperature contrast is small. 
This implies lower convection velocities and a 
different regime of thermal convection, with no 
transfer of crystals in the convecting magma. 

As shown in Fig. 3, the breakdown of the 
unstable boundary layer generates convective 
plumes which travel downwards. As they reach the 

TEMPERATURE DYNAMIC VISCOSITY NUMBER OF CRYSTALS CRYSTAL CONTENT 
(poise) (cm 3) 
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Fig. 8. Same as Fig. 6 for /% =10 6 poise, corresponding to a large critical time (t  c >~ t2). Crystall ization is fully developed when 
convective breakdown occurs. Note the fully crystallized layer (~  = 1) lying at the top. T u is close to the liquidus, and there are no 
crystals in the unstable boundary layer. 
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chamber bottom, they will interact with the crys- 
tallization taking place there. We have described 
three cases, but we need only define two regimes. 
For comparison with petrological observations, it 
is important to distinguish between crystal-bearing 
plumes and crystal-free ones: 

--Crystal-free plumes (case c). There are no 
crystals in the unstable boundary layer. This re- 
gime is the only one for viscous magmas and is 
possible in fluid magmas at high temperatures. 
Crystallization is limited to stable boundary layers 
which are isolated from the convecting part of the 
chamber. 

--Crystal-bearing plumes (cases a and b). The 
unstable boundary layer contains crystals. This 
corresponds to viscosity values less than 105 poise 
and magma temperatures close to the liquidus. A 
form of convection similar to crystal-bearing 
plumes had been suggested by Hess [14] to explain 
some of his observations in the Stillwater complex. 
The contribution of this paper is to determine the 
parameter range in which this regime is possible. 

One essential difference between the two re- 
gimes is the thermal state of the chamber interior. 
There, convection is turbulent with temperature 
fluctuations whose magnitude is given by the tem- 
perature difference across the unstable boundary 
layer. Again, the important point is that thermal 
convection occurs in the form of cold downgoing 
plumes with diffuse return flow. The temperature 
structure is not random and can be described as a 
set of cold regions (plumes) against a hotter back- 
ground. In the first regime, temperatures inside 
the plumes remain close to the liquidus. In the 
second regime, they are below the liquidus. 

4. 4. Discussion 

We have studied thermal convection which is a 
limit case as no account is taken of other effects 
such as crystal settling and compositional dif- 
ferences. This is not a problem for magmas of low 
viscosity since we have shown that convective 
instabilities develop faster than crystallization. 
Thus, when convective breakdown occurs, crystals 
have not yet reached large sizes, hence settling is 
not significant. For the same reason, composi- 
tional contrasts have not developed. Composi- 
tional effects develop mostly in the bottom 
boundary layer at a rate controlled by crystalliza- 

tion, i.e. on a larger time-scale than thermal con- 
vection at the top. 

In magmas with viscosities greater than 105 
poise, crystallization develops faster than convec- 
tive instability. Therefore, thermal convection is 
weak and may be negligible compared to other 
processes such as crystal settling and composi- 
tional convection. A full evaluation of all possible 
processes is beyond the scope of this paper, but it 
is clear that thermal convection is not significant, 
with small temperature differences and small 
velocities. 

Other effects are possible in magma chambers. 
For example, Morse [32] has developed a model of 
roof foundering in which already crystallized 
magma is detached and sinks. The effects of such 
crystal packets are not distinguishable from those 
of crystal-bearing plumes. Although the effects are 
similar, the physics are not. Our model depends 
on a limited set of parameters and allows the 
definition of different regimes and their parameter 
range. Hence, it provides a simple framework 
which is useful in explaining why the same fea- 
tures are not observed in all igneous complexes. It 
is also useful in sorting out those features which 
cannot be accounted for by the model, and thus i n  
showing the need to incorporate other effects. 

Our calculations depend on the viscosity func- 
tion and on the rates of nucleation and growth. 
The activation energy for the viscosity of silicate 
liquids does not vary by more than a factor of 3, 
hence the results depend weakly on the particular 
value selected. The nucleation and growth func- 
tions determine the values of t~ and t2, the char- 
acteristic times for crystallization. Varying the 
crystallization parameters within measured bounds 
leads to variations of less than one order of mag- 
nitude ([20], see also Appendix A). 

The physical experiment we used is simple and 
may seem valid only in early stages following 
emplacement. However, the argument of section 2 
leads to similar numerical estimates for the critical 
time, which shows that it is not sensitive to the 
model chosen. For back-of-the-envelope estimates, 
the method of section 2 or the use of non-dimen- 
sional number C are sufficient. This indicates that 
the results are of more general value. As shown in 
[20], after a short transient stage of less than 103 s, 
the thermal regime depends weakly on the initial 
conditions and calculated temperatures in the un- 



dercooled boundary layer differ by less than 20°C. 
This shows that our results are not significantly 
affected by the value of AT since instability al- 
ways sets in at times longer than this short tran- 
sient (Fig. 5). Furthermore, as discussed in section 
2, the effect of /% is much more important than 
that of AT. Thus, considering a chamber in an 
evolved state, the convection regime can be 
evaluated using the temperature in the chamber 
interior instead of T i. Because of the necessary 
simplifying assumptions, the numerical results 
must be taken as representative only, but it is 
clear that the characteristic times for convection 
and crystallization are similar for basic magmas, 
whereas they differ markedly for silicious ones. 
We examine in section 5 a few petrological impli- 
cations. 

5. Petrological implications 

In basic or ultrabasic magmas, we suggest that 
there are two different regimes of thermal convec- 
tion. If the interior temperature is greater than the 
liquidus by more than about 70°C, the convective 
plumes would not carry crystals. Therefore, in-situ 
crystallization at the floor would proceed without 
direct interference from the plumes (Figs. 2, 3 and 
10a). In contrast, when the interior temperature is 
close to the liquidus, the convective plumes con- 
tain crystals (Fig. 10b). The fate of these crystals 
is complex. After being nucleated in the boundary 
layer, they are taken up in plumes where tempera- 
ture fluctuations are large. They may either grow 
or be resorbed. This depends on the value of the 
interior temperature. For example, if it equals the 
liquidus, the whole temperature history of plumes 
is below the liquidus, hence there is no resorption. 

For comparison with field observations, it is 
useful to estimate the size of plumes. There are 
many problems when applying theoretical consid- 
erations to natural cases [33, p. 230], but it is 
possible to obtain order of magnitude estimates. 
The plumes develop from disturbances in the 
boundary layer which have a characteristic wave- 
length X proportional to its thickness. From 
laboratory experiments and numerical studies, one 
finds: 

X = 88 (14) 

Thus, each plume draws fluid from a cylinder of 
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Fig. 10. Schematic representation of the two regimes of bottom 
crystallization in convecting magma. Convection occurs in the 
form of downgoing plumes. In reality, the plumes are turbulent 
and their boundaries are not as sharp as drawn here. In the first 
regime (a), the plumes do not carry crystals. We suggest that 
this regime prevailed during formation of the Ultramafic Zone 
of the Stillwater. In the second regime (b), the plumes carry 
crystals which are deposited at the bottom. We suggest this is 
the origin of intermittent layering, as observed in the 
Skaergaard. 

diameter X and height 8. This corresponds to a 
spherical cap (the starting plume) of diameter 56. 
This simple formula agrees with our laboratory 
observations. For the cases considered here (Figs. 
6a and 8a), 6 varies from about 5 to 30 cm 
depending on viscosity. For a representative value 
of 20 cm, the initial plume diameter is thus about 
l m .  

These plumes first evolve in a regime dominated 
by viscosity and are therefore laminar, but they 
become turbulent at some distance from the 
boundary [15]. Turbulent plumes grow by entrain- 
ing surrounding fluid [33, p. 167]. For free convec- 
tion, the process of entrainment includes the mix- 
ing of one plume into another [33, p. 230], and the 
plume diameter b increases linearly with depth 
according to the formula: 

b = ( 6 / 7 ) a e Z  (15) 

a e is the entrainment constant, which is about 
(0.116/¢~-) [33, p. 231]. For a chamber thickness 
of I km, say, the plume diameter is found to be 80 
m when it reaches the bottom. This calculation is 
simplified, but shows that plumes can reach large 
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sizes and thus have an effect over large horizontal 
distances. 

Another point is that the flow field in a plume 
is complex, with both eddies and vertical mean 
motion (Fig. 11). As a plume impinges on the 
bottom boundary layer, it spreads laterally, slows 
down, and deposits its crystals. The complex flow 
field will determine how settling develops [34]. 
One may expect a marked contrast between 
crystals settling from a plume and from a lateral 
current sweeping across the floor. 

Although it is not yet possible to make precise 
predictions of the size of plumes nor of crystal 
settling, the framework developed above has inter- 
esting implications. 

5.1. The Upper Border Groups 

At the top of magma chambers, one sometimes 
finds exactly the same crystallization sequence as 
at the bottom, only turned upside down and over 
a smaller thickness. This indicates that crystalliza- 
tion occurs from the roof downwards in the same 
manner than from the floor upwards. The roof 
sequence has been called the Upper Border Series 
in the Skaergaard. Other examples are found in 
the Lambertville sill [14] or in the Kiglapait intru- 
sion [9]. In some igneous complexes, for example 
in the Bushveld, the Upper Border Group is not 
developed. This strange fact has received no ex- 
planation. 

Consider the low-viscosity case which is rele- 
vant for all these complexes. If the magma tern- 

Fig. 11. Mean flow-field at the tip of a convective plume (from 
[33]). Note the inner circulation in the cap and the fuzzy edges 
of the plume where eddies entrain surrounding fluid. 

perature is high, we have shown that convective 
instability can occur before the onset of crystalli- 
zation. In such a case, crystallization at the roof is 
impossible. As an extreme limit, one could even 
envisage roof melting with the chamber extending 
upwards [35]. At lower temperatures, this is no 
longer possible and part of the crystallized magma 
remains attached to the roof. This allows the 
preservation of an Upper Border Group. This roof 

'sequence is of smaller thickness than that which 
forms at the floor, because the convective heat 
flux retards crystallization. 

5.2. Granites 

As shown in Fig. 9, crystal-bearing plumes are 
not possible in magmas with viscosities exceeding 
105 poise. This corresponds to the field of granites 
which rarely have igneous structures, and certainly 
lack the very complex structures of their basic or 
ultrabasic counterparts [5]. These observations 
suggest that there is more than a qualitative dif- 
ference due to an increase of viscosity. We have 
shown that there is a difference of convection 
regime. In granites, thermal convection is weak 
and we expect bottom crystallization to be un- 
disturbed by convective plumes coming from the 
top. Disturbances due to side-wall currents are 
possible, and have been recorded, as discussed 
below, but differ from those due to plumes. 

5.3. Intermittent layering 

We now apply our results to a specific petro- 
logical problem, the formation of intermittent 
layering, a particular form of rhythmic layering 
defined by McBirney and Noyes [6] in the 
Skaergaard intrusion. Because of the complexity 
of igneous layering, a few words are needed to 
clarify the issue. 

Some of the most spectacular forms of layering 
have been observed in the ultramafic complex of 
Duke Island in Alaska [36]. Although not yet fully 
understood, these layered structures have been 
linked to the proximity of side walls. They usually 
show up as dipping layers with many characteris- 
tic features of sedimentary rocks: slumping, 
cross-bedding and discordant patterns [36]. Simi- 
lar structures have been reported in almost all 
igneous bodies, including granites [5,37,38]. The 



generally accepted model is that they are due to 
the action of magmatic currents generated by 
side-wall cooling [7,39]. Such currents dominate in 
chambers of small aspect-ratio but are confined to 
the neighbourhood of the side walls in larger ones. 
We focus instead on intermittent layering, because 
McBirney and Noyes [6] have argued convincingly 
that it could not be due to wall currents. Specifi- 
cally, intermittent layering consists of thin mod- 
ally graded layers (typically 10 cm thick) alternat- 
ing with layers of uniform rock of varying thick- 
ness (up to several meters) [5,6]. The thin modally 
graded layers usually occur in groups. This form 
of layering has also been found in the Stillwater 
[14], and Campbell has described very similar 
features in the Jimberlana intrusion [31]. The in- 
triguing fact is that it is conspicuously absent 
from the Ultramafic Zone of the Stillwater [40], 
and also from granitic plutons [5]. The reason is 
not obvious, since it is now established that con- 
vection occurs in all these cases [3]. 

In basic and ultrabasic magmas, the regime of 
crystal-bearing plumes is likely. We suggest that it 
is at the origin of intermittent layering. Hess [14] 
and Wager and Brown [5] had recognized that this 
type of layering calls for a particular process 
operating only at occasional intervals. With 
crystal-bearing plumes, bottom crystallization pro- 
ceeds both in-situ and by deposition from above. 
What is important is that the crystals coming from 
above are deposited as discrete batches and not 
continuously as they would be if they settled from 
a large reservoir. We thus expect the normal crys- 
tallization sequence to be perturbed occasionally. 
Also, we expect that, contrary to other forms of 
layering, due maybe to reinjection or oscillatory 
nucleation [2,5,41], the effects are of limited hori- 
zontal extent. Field observations show that inter- 
mittent layering is irregular and has a typical 
horizontal width of 200 m [14]. Geometrical rela- 
tionships argue in favor of crystal deposition. Mc- 
Birney and Noyes [6, p. 519] stated that "layering 
is commonly draped over the top of large blocks, 
and layered accumulations may fill narrow dike- 
like spaces between fragments of blocks that split 
on reaching the floor". Wager and Brown [5, p. 
229] observed that the thin modally graded layers 
have adcumulate textures at their base which be- 
comes more orthocumulate towards their top. The 
adcumulate texture is consistent with in-situ crys- 
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tallization, and the orthocumulate one suggests 
conditions of faster accumulation consistent with 
deposition from above. 

This model is only qualitative, but we have 
defined the conditions where it applies. Hence, it 
can be tested against several kinds of observa- 
tions. First, the adcumulate textures which char- 
acterize the Ultramafic Zone of the Stillwater and 
the uniform rocks of the upper parts of the 
Skaergaard are remarkably similar [5]. Why then, 
is there no intermittent layering in the ultramafic 
zone in the Stillwater and why does it appear 
above? One answer could be that a compositional 
effect is involved, since intermittent layers include 
plagioclase crystals which are absent from the 
ultramafic zone. This explanation seems unlikely 
because of the peculiar deposition characteristics 
mentioned above. Further, plagioclase can be 
either at the bottom or at the top of the thin 
modally graded layers [6,14]. This is also true for a 
similar type of layering in the Jimberlana complex 
[31]. Intermittent layering develops with olivine, 
pyroxene and p lag ioc lase  crystals in the 
Skaergaard, and only pyroxene and plagioclase in 
the Stillwater. Therefore, it is not associated with 
any specific mineral sequence, and it is best de- 
scribed as a disturbance in the normal crystalliza- 
tion sequence developing at the bottom. Indeed, 
the thin graded layers do represent an anomaly in 
the general modal composition of the rocks [6]. 
We suggest the following model. During forma- 
tion of the ultramafic zone of the Stillwater, in 
early stages of crystallization, temperatures were 
presumably the highest, especially if reinjection 
occurred. Hence, the regime of crystal-free plumes 
prevailed. Later in the chamber evolution, temper- 
atures decreased, allowing a transition to the reg- 
ime of crystal-bearing plumes and intermittent 
layering. 

Second, we have shown that crystal-bearing 
plumes are not likely in granitic magmas, which 
accounts for the fact that intermittent layering has 
never been observed in these [5]. 

6. Conclusion 

We have compared the characteristic time-scales 
of crystallization and thermal convection at the 
top of magma chambers. For small viscosity val- 
ues (less than about 40 poise), convection develops 
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before the onset of  crystallization. Hence, crystal 
settling is un impor tan t  because there is no time 
for crystals to grow. Furthermore,  composi t ional  
differences cannot  develop. At higher viscosity 
values, such as those for less mafic liquids, ther- 
mal instabilities develop in part ly crystallized 
magma  and crystal-bearing plumes are generated. 
At the bo t tom of the chamber,  crystallization will 
thus proceed both  in-situ and through intermittent 
deposi t ion from the top. At  viscosity values greater 
than about  10 5 poise, convect ion develops late 
and does not  involve crystals. In a more  general 
way, our results emphasize that the greater the 
magma  viscosity, the smaller the temperature dif- 
ference driving convection. One consequence is 
that  thermal convect ion is weak in granites. 

In basic complexes, intermittent layering is 
well-developed only in certain specific cases. We 
suggest that  this depends on the interior tempera- 
ture. If it is higher than the liquidus by more than 
70°C, the plumes do not contain crystals. This 
regime prevailed during the formation of the U1- 
tramafic Zone  of  the Stillwater. An  interesting 
speculation is that, as the chamber  cools, interior 
temperature decrease towards the liquidus, even- 
tually drawing the system into the regime of 
crystal-bearing plumes. This explains why inter- 
mit tent  layering is observed at a later stage. The 
same alternative does not  exist for granites which 
explains why they lack intermittent layering. 

The story of thermal convect ion is essentially 
that  of  the top boundary  layer at the roof. In  
contrast ,  the bo t tom boundary  layer is stable and 
composi t ional  effects develop that may eventually 
lead to density instabilities. These instabilities oc- 
cur on a time-scale determined in part  by that of 
crystallization, which is longer than that of  ther- 
mal convection in basic magmas.  This suggests 
that  the layering of  basic magma  chambers  devel- 
ops on at least two different time and length 
scales. 
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Appendix A--The kinetics of crystallization 

1. T h e  nuc lea t ion  ra te  

In magmas, most nucleation probably occurs heteroge- 
neously [30,42]. The factors which affect the nucleation rate are 
the same as for homogeneous nucleation, for which the theory 
is well known. The major difference lies in the critical tempera- 
ture interval 8T, called the nucleation delay, over which the 
nucleation rate is negligible [30]. The delay is small for silicate 
magmas. Using parameters suitable for heterogeneous nuclea- 
tion and general expressions of homogeneous nucleation, we 
obtain an adequate expression for the nucleation rate. Follow- 
ing Turnbull [43-45], we take: 

I = K]Texp[- K 2 / ( r o Z ) ] e x p ( -  K 3 / T  ) (A-l) 

where T is the absolute temperature and 0 the undercooling 
T L - T. K I, K 2, and K 3 are set constant (Fig. A-l). 
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Fig. A-1. The functions used in this paper for the rates of 
nucleation and growth, versus undercooling (0 = T L - T). 



2. The growth rate 

In highly transient cooling conditions, crystal growth is 
controlled by the interface reactions [46] with a growth rate 
depending only on undercooling [47]. Chemical diffusion even- 
tually becomes the limiting process [48,49]. We have shown 
that the controlling factor of crystallization is nucleation [20], 
and we take the simplest law for growth as a function of 
temperature only. Following Kirkpatrick [47], we write: 

Y = K4 [1 - e x p ( -  K50/T)] e x p ( -  K6/T ) (A-2) 

where K 4, K 5 and K 6 are kept constant (Fig. A-l).  

3. Numerical values 

The values of parameters K2, K 3 and Ks,  K 6 are obtained 
with an adequate set of measurements in silicate melts (for 
more details see Dowty [30]). Data on nucleation rates [50,51] 
as well as on growth rates [30] have been taken into account to 
determine the values of K 1 and K 4. The nucleation and 
growth functions used in this paper are represented in Fig. 
A-1. We have taken K l = 8 × 1 0 1 5 c m - 3 s  -1 K 1, K 2 = 5 × 1 0 3  
K 3, K 3 = K 6 = 6 x 1 0 4  K, K 4 = 2 x 1 0 1 3 c m / s ,  and K 5 = 2 0 .  
Note that the nucleation delay is equal to = 5°C, close to 
measured values in basaltic melts [52]. Table 1 gives the 
maximum values I m and Ym- Note that most crystallization 
takes place close to the liquidus, hence at rates much smaller 
than those max imum values ([20] and Fig. A-l).  

4. Discussion 

Because most of our analysis depends on these values, a 
few words are needed to clarify the assumptions and uncertain- 
ties. 

The behavior of the nucleation rate at very slow cooling 
rates close to the liquidus cannot be studied in the laboratory 
conditions, but  expression (A-l)  allows us to predict likely 
values once the max imum is known. Using these functions, 
crystal sizes calculated in realistic conditions are in good 
agreement with petrological observations [20]. 

The same question arises for the growth rate. Several points 
are worth mentioning. First, some available laboratory data are 
in good agreement with the value selected. Second, we em- 
phasize that data for both the nucleation and growth rates in 
the same system must  be used. The values taken here are 
mutually consistent, as discussed in our earlier paper [20]. As 
already stated, they give good agreement with observed crystal 
sizes in many igneous rocks of all kinds, hence there is no basis 
for selecting widely differing values. Third, in a cooling experi- 
ment,  what is important is the coupling between temperature 
and crystallization: the crystallization rate scales with (y31)  
(equation 9c) which depends on temperature. Hence, the effec- 
tive crystallization rate is determined not only by the kinetics 
but  also by cooling regime. All else being equal, cases with 
different growth rate values Ym also differ by their tempera- 
tures in the crystallizing region [20]. This explains why we find 
that the characteristic times for crystallization change little for 
various rates of nucleation and growth [20]. We found a range 
of one order of magnitude: from about 103 to 104 s. In 
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with temperature). The kink at t he  liquidus is due to a change 
in activation energy. It has no effect on the numerical results of 
this paper. 

comparison, viscosity values vary by more than 1'0 6, which 
leads to variations of more than 104 for the critical time of 
convection. 

However, it is clear that more data on rates of nucleation 
and growth are needed. We have derived a non-dimensional 
number  C (equation l l a )  which allows an easy evaluation of 
the effect of changing both Ym and Im. 

We have neglected compositional effects. Our study allows 
for a crystallization interval of more than 200°C, as seen in 
Fig. A-1 where the rates of nucleation and growth are non-zero 
over a large temperature range. As discussed in [20] and for 
thermal reasons given at the end of section 3 (main text), 
crystallization takes place close to the liquidus over a rather 
thin region which advances into the magma. The consequences 
are that the crystallization temperature changes slowly and that 
the same phase nucleates and grows. This is observed in 
igneous complexes where almost monominerallic sequences are 
seen over thicknesses of more than 50 meters [5]. 

Appendix B--The viscosity of magmas 

At temperatures above their liquidus, magmas are Newto- 
nian and their viscosity depends on temperature according to 
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an Arrhenius law [22]: 

= A e x p ( E o / R T  ) (B-l)  

where E 0 is the activation energy, R the gas content and T 
absolute temperature in Kelvin. Constant A depends on com- 
position. E 0 varies between 30 and 180 kcal/mole, with a 
mean value of 50 kcal /mole [23,53]. 

Below the liquidus, our knowledge of the rheology of 
magmas is far from complete. For the liquid only, viscosity 
follows a law of the type: 

~1 = A exp[ E 1 / R ( T -  Tz) ] (B-2) 

where T 2 is the temperature of the glass transition [54]. The 
parameters in (B-2) are not well-known. Because we only need 
viscosity values at temperatures well above the glass transition, 
we shall consider an Arrhenius law with a different activation 
energy E 1. This is merely a convenient way of approximating 
(B-2) close to the liquidus. The ratio of liquid viscosities at the 
solidus and the liquidus, #(solidus)//~(liquidus), is about 103 
[23]. This corresponds to an activation energy of 135 kcal /mole 
for a crystallization interval of 200°C. 

Below the liquidus, crystals start to grow and viscosity 
increases also as a function of crystal content. There may be 
Bingham behaviour with a finite yield strength [23,55]. How- 
ever, the origin of this behaviour remains unclear [56] and we 
assume Newtonian rheology in agreement with most authors 
[2]. A yield strength would enhance the effects discussed in this 
paper. As a first approximation, the viscosity of a suspension 
depends only on q~, the crystal content. Up to qJ values of 65%, 
a reasonable approximation is [57]: 

~ =/~1 (1--  0~6565 ) -1"62s (B-3) 

/~l is the liquid viscosity with a temperature dependence de- 
scribed by (B-l). We fix both E 0 and E 1 at values of 50 and 
135 kcal /mole respectively. Viscosity variations due to dif- 
ferences in composition are much more important than those 
due to variations of E 0 or E 1 and the simple law defined here 
is sufficient for our purposes. This law is depicted in Fig. B-1. 
Note that there is a kink at the liquidus, because the activation 
energy changes value. This has no effect on our results. 
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