2D granular flows with the $\mu(I)$ rheology and side walls friction: A well-balanced multilayer discretization
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ABSTRACT

We present here numerical modelling of granular flows with the $\mu(I)$ rheology in confined channels. The contribution is twofold: (i) a model to approximate the Navier-Stokes equations with the $\mu(I)$ rheology through an asymptotic analysis; under the hypothesis of a one-dimensional flow, this model takes into account side walls friction; (ii) a multilayer discretization following Fernández-Nieto et al. (2016) [20]. In this new numerical scheme, we propose an appropriate treatment of the rheological terms through a hydrostatic reconstruction which allows this scheme to be well-balanced and therefore to deal with dry areas. Based on academic tests, we first evaluate the influence of the width of the channel on the normal profiles of the downslope velocity thanks to the multilayer approach that is intrinsically able to describe changes from Bagnold to S-shaped (and vice versa) velocity profiles. We also check the well-balanced property of the proposed numerical scheme. We show that approximating side walls friction using single-layer models may lead to strong errors. Secondly, we compare the numerical results with experimental data on granular collapses. We show that the proposed scheme allows us to qualitatively reproduce the deposit in the case of a rigid bed (i.e. dry area) and that the error made by replacing the dry area by a small layer of material may be large if this layer is not thin enough. The proposed model is also able to reproduce the time evolution of the free surface and of the flow/no-flow interface. In addition, it reproduces the effect of erosion for granular flows over initially static material lying on the bed. This is possible when using a variable friction coefficient $\mu(I)$ but not with a constant friction coefficient.
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1. Introduction

Granular flows have been widely studied in recent years owing to their importance in industrial processes and geophysical flows such as avalanches, debris flows, etc. In particular, numerical models provide a unique tool to study the dynamics of these very complex flows and to predict their behaviour in natural environments (see e.g. Delannay et al. [17] for a review). Defining an appropriate rheological law to describe these flows is still a challenge. Currently, the most accepted...
rheological law is the viscoplastic so-called $\mu(I)$ rheology introduced by Jop et al. [26]. It considers a Drucker–Prager type model with the friction coefficient

$$\mu(I) = \mu_3 + \frac{\mu_2 - \mu_3}{I_0 + I},$$

where $I_0$ and $\mu_2 > \mu_3$ are constant parameters depending on the material properties and $I$ is the inertial number defined by

$$I = \frac{2d_s \| D(\mathbf{u}) \|}{\sqrt{p/\rho_s}},$$

with $\mathbf{u} \in \mathbb{R}^3$ the velocity field, $D(\mathbf{u}) = \frac{1}{2} \left( \nabla \mathbf{u} + (\nabla \mathbf{u})^T \right)$ is the strain rate tensor and $\| D \| = \sqrt{0.5 D : D}$. As usual, $p \in \mathbb{R}$ denotes the pressure, $d_s$ the particle diameter and $\rho_s$ the particle density. Lagrée et al. [28] defined a viscosity with a regularization of the $\mu(I)$ rheology, in order to model granular flows using the full Navier–Stokes solver Gerris. Applications of this model are presented in [44,45]. Following these works the $\mu(I)$-viscosity can be defined as

$$\eta = \frac{\mu(I)p}{\sqrt{\| D(\mathbf{u}) \|^2 + \delta^2}},$$

where $\delta$ is a regularization parameter (see e.g. [8,32]). Then, the total stress tensor is written $\sigma = -pI + \tau$, where $I$ is the 3D identity tensor and $\tau$ the deviatoric stress tensor given by $\tau = \eta D(\mathbf{u})$.

By using a finite elements discretization and an augmented Lagrangian formulation, Ionescu et al. [23] and Martin et al. [38] showed that the $\mu(I)$ rheology reproduces laboratory experiments of granular collapses on horizontal and inclined planes. Using an Arbitrary Lagrangian Eulerian (ALE) formulation for the displacement of the domain, Lusso et al. [32] showed that similar results where obtained when using either a regularization method or an augmented Lagrangian formulation in the case of the collapse and spreading of a granular column. These studies showed the difficulty of the ALE method to deal with detailed description of the front propagation due to the deformation of the mesh and possible overturning of the elements at the front, in particular when trying to simulate granular flows over an initial layer of material lying on the bed. The $\mu(I)$ rheology has also been implemented in a three-dimensional numerical model by Chauchat & Médale [16], where they used a finite element method combined with the Newton–Raphson algorithm.

Nevertheless, 3D Navier–Stokes solvers have a high associated computational cost. In order to avoid solving these equations, granular flows have been studied through depth-averaged models (e.g. [43,24,36,35,33]), in particular for application on natural geophysical flows on Earth and on other planets (e.g. [39,29,41,19,37,30]). Recently, Gray and Edwards [22] introduced a depth-averaged model with the $\mu(I)$ rheology by prescribing the well known Bagnold profile that is used in [18] to reproduce erosion-deposition waves. However, depth-averaged models do not describe the change in time of velocity profiles. Indeed, a given velocity profile or an asymptotic argument is assumed during the derivation of the equations.

To go beyond this limitation, Fernández-Nieto et al. [20] derived a multilayer shallow model with the $\mu(I)$ rheology making it possible to recover the vertical structure of the velocity without prescribing a vertical profile (e.g. Bagnold or S-shaped profile). In this approach the vertical direction is solved but the flow is still assumed to be shallow as was also done in Lusso et al. [31,10]. Interestingly, these authors showed using analytical solutions that the flow/no-flow interface evolution is related to the normal gradient of the velocity at this interface. As a result, describing erosion/deposition processes related to static/flowing transition requires a model that is able to recover the time and space variation of the velocity profile. However, the model proposed by Lusso et al. is restricted to uniform flows in the downslope direction and does not take into account side wall friction.

We present here an extension of the multilayer shallow model [20] that describes granular flows in a rectangular channel by including Coulomb friction at the lateral walls. This model is obtained by a dimensional analysis and the integration along the transversal direction of the channel. Taberley et al. [46] and Jop et al. [25] showed the importance of side walls friction for uniform flows in inclined channels. They proposed to model this effect by adding an extra term to $\mu(I)$ for the case of uniform flows. Jop et al. [27] used this additional term to simulate the transient normal profile of velocity in narrow channels and compared their simulation with laboratory experiments. Recently, Baker et al. [7] extended the depth-averaged model introduced in [22] to the two horizontal dimensions case for steady uniform flows between parallel plates. They included a new viscous term for the side walls friction and studied the normal profiles of velocity in narrow and wide channels, where these profiles are reconstructed by assuming a Bagnold profile. They compared the full and the depth-averaged $\mu(I)$ rheology and conclude that they cannot reproduce the different profiles of the velocity observed in transient flows because of the prescribed vertical profile, in particular close to the lateral walls of narrow channels. On the contrary, Capart et al. [11] prescribed a typical S-shaped profile for the downslope velocity, so that they were able to reproduce velocity profiles when flow was decelerating but not the Bagnold profile observed in other regimes.

The numerical solution of the new multilayer shallow model is compared here to laboratory experiments [34,27] and analytical solutions, showing that it appropriately reproduces the evolution of the shape of the normal velocity profile for uniform flows. The other strong advantage of this multilayer shallow models is the low cost associated with the numerical treatment of the free surface, and the exact conservation of mass, see [4,6,21,42]. Furthermore, contrary to ALE formulation, the description of the front could be very precise because the number of layers in the direction normal to the slope does not
depend on the thickness of the flow and there is no deformation of the mesh. However, multilayer models could obviously not describe overturning of the front that may occur in some specific situations [32]. Finally, multilayer discretization is well adapted to describe erosion processes in a thin layer of erodible material because, again, the vertical discretization does not depend on the material thickness and the numerical cost is quite low.

From a numerical point of view, many efforts have been devoted to the development of numerical schemes for depth-averaged models verifying the well-balanced property and dealing properly with wet/dry fronts. For example, the hydrostatic reconstruction method is a technique that allows to recover the well-balanced property for depth-averaged models of avalanches by including wet/dry fronts (see e.g. [3,9,15]). Another numerical treatment to deal with dry areas was introduced by Castro et al. [12], which was improved in [13]. Parés & Castro [40] investigated the well-balancing of the Roe’s method for non-conservative hyperbolic systems.

In this paper we present a well-balanced discretization of the proposed multilayer shallow model with \( \mu(I) \) rheology and lateral Coulomb friction. This discretization combines a particular hydrostatic reconstruction (see [9]) and a specific treatment of wet/dry fronts for the elliptic part of the multilayer system. We present here several tests with dry areas, by including a comparison with the laboratory data of [34] that includes wet/dry fronts.

The paper is organised as follows. Section 2 is devoted to the derivation of the 2D-model with the new approach to account for the side walls friction. In this section we also present the multilayer discretization of the proposed model (see [20]), and add the discretization of the side walls friction term. In section 3 we propose a numerical scheme for the multilayer system, for which the well-balanced property is achieved as a consequence of the particular treatment of rheological and friction terms. In section 4 we present numerical tests, including the comparison with laboratory experiments. The influence of the side walls effect on the velocity profile as a function of the width of the channel for a uniform flow is also shown. Finally, some conclusions are presented in section 5.

2. A 2D-model including lateral walls friction

Let us consider tilted coordinates \((x, y, z) \in [x_a, x_b] \times [-W/2, W/2] \times \mathbb{R}\), with a constant slope \(\theta\). Here, \(W\) denotes the channel width, and the channel length is \(x_b - x_a\), see Fig. 1. Fernández-Nieto et al. [20] showed that the multilayer shallow model with the \( \mu(I) \) rheology is able to reproduce typical velocity profiles of granular flows in the presence of lateral walls.

In order to approximate lateral wall friction, they follow [25] where the flow is assumed to be one-dimensional and uniform in the downslope direction \(x\). In that case, side wall friction is introduced by adding a second term in the definition of the \( \mu(I) \) law:

\[
\mu(I) = \mu(I) + \mu_w \frac{z_b + h - z}{W},
\]

where \( \mu_w \) is the constant friction coefficient at the lateral walls, and \( z_b + h \) is the level of the free surface. The coefficient \( \mu_w \) is usually different and lower than the coefficient used to model friction at the bottom (see e.g. [7,11,23,38,26,27]). Let us look for a one-dimensional model for non-uniform flow in the \(x\)-direction that takes into account the friction with the lateral walls.

The three-dimensional Navier–Stokes system can be written as

\[
\begin{aligned}
\partial_t u + \partial_y v + \partial_z w &= 0, \\
\rho(\partial_t u + u \partial_x u + v \partial_y u + w \partial_z u) &= -\rho g \sin \theta + \partial_x \tau_{xx} + \partial_y \tau_{xy} + \partial_z \tau_{xz}, \\
\rho(\partial_t v + u \partial_x v + v \partial_y v + w \partial_z v) &= \partial_x \tau_{yy} + \partial_y \tau_{xy} + \partial_z \tau_{yz}, \\
\rho(\partial_t w + u \partial_x w + v \partial_y w + w \partial_z w) &= -\rho g \cos \theta + \partial_x \tau_{xz} + \partial_y \tau_{zy} + \partial_z \tau_{zz},
\end{aligned}
\]

where \( \mathbf{u} = (u, v, w) \) is the velocity vector and \( \rho = \varphi_s \rho_s \), \( \varphi_s \) being the solid volume fraction assumed to be constant. At the free surface, we set the usual kinematic condition and we assume that the pressure vanishes. At the bottom, either the
no-slip condition or Coulomb type friction can be considered. Moreover, we consider a Coulomb type friction at the lateral boundaries, described as follows (see [38]):

\[ \sigma n^w - (\sigma n^w) \cdot n^w \cdot n^w = \left(-\mu_w \frac{u}{|u|}, 0, 0\right), \]

being \( n^w = (0, \pm 1, 0) \)’ the normal vector at \( y = \pm W/2 \), respectively.

To derive a multilayer shallow model from dimensional analysis (see [20]), we assume that the aspect ratio between the characteristic height (\( H \)) and length (\( L \)),

\[ \varepsilon = \frac{H}{L}, \]

is small. Note that the influence of the lateral walls on the friction coefficient (2) is measured by the term \( \mu_w (2b + h - z)/W \). The dimension of this term is \( H/L_y \), where \( L_y \) is the characteristic width of the channel. Therefore, the lateral walls have a higher influence on the flow when the characteristic width (\( L_y \)) of the channel is small in comparison with its characteristic height (\( H \)). We would like to study the influence of this scale into the system, then, in order to take it into account in the model we perform a dimensional analysis by also introducing the parameter

\[ \lambda = \frac{H}{L_y}. \]

Notice that the higher the value of \( \lambda \), the more important the lateral friction becomes. Denoting the dimensionless variables with the tilde symbol (\(^\sim\)), we define

\[ (x, y, z, t) = (L\tilde{x}, L_y\tilde{y}, H\tilde{z}, (L/U)\tilde{t}), \quad W = L_y\tilde{W}, \]

\[ (u, v, w) = (U\tilde{u}, \varepsilon\tilde{U}\tilde{v}, \varepsilon U\tilde{w}), \]

\[ h = \tilde{H}, \quad \rho = \rho_0\tilde{\rho}, \]

\[ p = \rho_0 U^2\tilde{p}, \quad \eta = \rho_0 U H\tilde{\eta}, \quad \eta_M = \rho_0 U H\tilde{\eta}_M, \]

\[ (\tau_{xx}, \tau_{xy}, \tau_{yy}, \tau_{xz}, \tau_{yz}, \tau_{zz}) = \rho_0 U^2 \left( \varepsilon \tilde{\tau}_{xx}, \varepsilon \tilde{\tau}_{xy}, \varepsilon \tilde{\tau}_{yy}, \varepsilon \tilde{\tau}_{xz}, \varepsilon \tilde{\tau}_{yz}, \varepsilon \tilde{\tau}_{zz} \right). \]

with \( \rho_0 \) the characteristic density. Note that since

\[ D(u) = \frac{U}{H^2} \left( \begin{array}{cccc}
2\varepsilon & \lambda & \varepsilon \frac{\partial}{\partial x} & \varepsilon \frac{\partial}{\partial y} \\
\lambda & 2\varepsilon & \lambda & \varepsilon \\
\varepsilon \frac{\partial}{\partial x} & \lambda & 2\varepsilon & \varepsilon \\
\varepsilon \frac{\partial}{\partial y} & \varepsilon & 2\varepsilon & \lambda
\end{array} \right), \]

we obtain by (5)

\[ \tilde{\tau}_{xx} = \tilde{\eta}\partial_x\tilde{u}, \quad \tilde{\tau}_{xy} = \frac{\tilde{\eta}}{2} \left( \lambda \partial_x\tilde{u} + \varepsilon \partial_y\tilde{v} \right), \]

\[ \tilde{\tau}_{yx} = \frac{\tilde{\eta}}{2} \left( \lambda \partial_y\tilde{v} + \varepsilon \partial_x\tilde{u} \right), \quad \tilde{\tau}_{zz} = \tilde{\eta}\partial_z\tilde{W}. \]

Then, the system of equations (3) can be rewritten using the non-dimensional variables as (tilde have been dropped for simplicity):

\[ \begin{aligned}
\partial_t u + d_y v + d_z w &= 0, \\
\rho \left( \partial_t u + u \partial_x u + v \partial_y u + w \partial_z u \right) + \partial_x p &= -\frac{1}{\varepsilon} \rho \frac{U}{Fr^2} \tan \theta + \varepsilon \partial_x \tau_{xx} + \frac{\lambda}{\varepsilon} \partial_y \tau_{xy} + \frac{1}{\varepsilon} \partial_z \tau_{xz}, \\
\rho \left( \partial_t v + u \partial_x v + v \partial_y v + w \partial_z v \right) + \frac{\lambda^2}{\varepsilon^2} \partial_y p &= \frac{\lambda}{\varepsilon} \partial_x \tau_{xy} + \frac{\lambda^2}{\varepsilon} \partial_y \tau_{yy} + \frac{\lambda}{\varepsilon} \partial_z \tau_{yz}, \\
\rho \varepsilon^2 \left( \partial_t w + u \partial_x w + v \partial_y w + w \partial_z w \right) + \partial_z p &= -\rho \frac{U}{Fr^2} + \varepsilon \partial_x \tau_{xx} + \varepsilon \lambda \partial_y \tau_{xy} + \varepsilon \partial_z \tau_{zz},
\end{aligned} \]

where \( Fr \) denotes the Froude number,

\[ Fr = \frac{U}{\sqrt{gH \cos \theta}}. \]

We now assume that the flow is one dimensional (i.e. \( v = 0 \)) and keeping all the terms involving \( \lambda \), the previous system reads
\[ \begin{align*}
\partial_x u + \partial_z w &= 0, \\
\rho (\partial_t u + u \partial_x u + w \partial_z u) + \partial_x \rho &= -\frac{1}{\varepsilon} \rho \frac{1}{Fr^2} \tan \theta + \frac{\lambda^2}{2\varepsilon} \partial_y (\eta \partial_y u) + \frac{1}{2\varepsilon} \partial_z (\eta \partial_z u) + O(\varepsilon), \\
\partial_y p &= O(\varepsilon), \\
\partial_z p &= -\rho \frac{1}{Fr^2} + \frac{\varepsilon \lambda^2}{2} \partial_y (\eta \partial_y w) + O(\varepsilon).
\end{align*} \tag{7} \]

Note that the term
\[ \frac{\lambda^2}{2\varepsilon} \partial_y (\eta \partial_y u) \tag{8} \]

is of the main order $1/\varepsilon$ and collects the lateral friction effect on the momentum equation. Lateral walls friction has then a high influence on the flow, both on the norm of the maximum velocity and on its normal velocity profile.

Moreover, this is the term that allows us to introduce the lateral Coulomb friction in the model, by integrating in the horizontal transversal direction. To this aim, we define
\[ \bar{u} = \frac{1}{W} \int_{-W/2}^{W/2} u \, dy, \quad \bar{w} = \frac{1}{W} \int_{-W/2}^{W/2} w \, dy, \quad \bar{p} = \frac{1}{W} \int_{-W/2}^{W/2} p \, dy, \quad \bar{\eta} = \frac{1}{W} \int_{-W/2}^{W/2} \eta \, dy. \]

We also assume that the perturbation with respect to the transversal averages is small, therefore we can approximate $\bar{f} \bar{g}$ by $f \bar{g}$, for any two variables $f, g$. By integrating system (7) with respect to the transversal direction between $-W/2$ and $W/2$ we obtain
\[ \begin{align*}
\partial_x \bar{u} + \partial_z \bar{w} &= 0, \\
\rho (\partial_t \bar{u} + \bar{u} \partial_x \bar{u} + \bar{w} \partial_z \bar{u}) + \partial_x \bar{\rho} &= -\frac{1}{\varepsilon} \rho \frac{1}{Fr^2} \tan \theta + \frac{1}{\varepsilon} \partial_z \left( \frac{\partial_z \bar{\rho}}{2} \right) + \frac{\lambda^2}{W_\varepsilon} (\eta \partial_y u)_{|W/2} + O(\varepsilon), \\
\bar{p} &= \bar{p}_{|W/2} + O(\varepsilon), \\
\partial_z \bar{p} &= -\rho \frac{1}{Fr^2} + \frac{\varepsilon \lambda^2}{2W} (\eta \partial_y w)_{|W/2} - \left( \eta \partial_y w \right)_{|W/2} + O(\varepsilon).
\end{align*} \]

In the previous equation we have supposed a symmetric profile of $\eta \partial_y u$, i.e., we assume that $\eta \partial_y u_{|W/2} = -\eta \partial_y u_{|W/2}$.

Moreover, from lateral friction condition (4) it follows that
\[ \lambda \left( \frac{\eta}{2} \partial_y u \right)_{|W/2} = -\mu_w \bar{p}_{|W/2} \left( \frac{u}{|u|} \right)_{|W/2} \quad \text{and} \quad \left( \eta \partial_y w \right)_{|W/2} = \left( \eta \partial_y w \right)_{|W/2} = 0. \tag{9} \]

Note that thanks to the second equality of previous equation we obtain hydrostatic pressure $\bar{\rho}$. Since we study the case of a uniform flow along the $y$-direction, we consider $p_{|W/2} = \bar{p}$. In addition, we also suppose that the sign of the velocity at the lateral walls coincides with the sign of the averaged velocity $\bar{u}$, as usual in averaged models.

Therefore, to obtain the final model, we neglect terms of order $\varepsilon$, leading to the first order model approximation
\[ \begin{align*}
\partial_x \bar{u} + \partial_z \bar{w} &= 0, \\
\rho (\partial_t \bar{u} + \bar{u} \partial_x \bar{u} + \bar{w} \partial_z \bar{u}) + \partial_x \bar{\rho} &= -\rho \frac{1}{Fr^2} \tan \theta + \frac{1}{\varepsilon} \partial_z \left( \frac{\partial_z \bar{\rho}}{2} \right) - \frac{2\lambda}{W_\varepsilon} \mu_w \bar{p} \frac{\bar{u}}{|\bar{u}|}, \\
\partial_z \bar{p} &= -\rho \frac{1}{Fr^2}.
\end{align*} \tag{10} \]

Going back to the dimensional variables, we get
\[ \begin{align*}
\partial_x \bar{u} + \partial_z \bar{w} &= 0, \\
\rho (\partial_t \bar{u} + \bar{u} \partial_x \bar{u} + \bar{w} \partial_z \bar{u}) + \partial_x \bar{\rho} &= -\rho g \sin \theta + \partial_z \left( \frac{\partial_z \bar{\rho}}{2} \right) - \frac{2}{W} \mu_w \bar{p} \frac{\bar{u}}{|\bar{u}|}, \\
\partial_z \bar{p} &= -\rho g \cos \theta.
\end{align*} \tag{11} \]
Hereafter bars are dropped by simplicity. We can find some similarities to previous models presented in the literature. In order to make the comparison we must take into account that terms of order $\varepsilon$ have been neglected to obtain the proposed model (11). Thus, since $\|D(u)\| = {\|\partial_2 u\|/2} + O(\varepsilon)$, we obtain that model (11) matches with the one introduced in [38] for hydrostatic pressure and neglecting also here terms in $\varepsilon$.

In addition, if the horizontal velocity verifies that \( \text{sign}(u) = \text{sign}(\partial_2 u) \), which is usually the case, then it also coincides with the model proposed in [25]. In [25] the lateral friction effect is defined for uniform flows, by adding an extra term to the definition of $\mu(l)$ (equation (2)). Let us see that in fact it is equivalent up to first order in $\varepsilon$ to model (11), for flows verifying $\text{sign}(u) = \text{sign}(\partial_2 u)$ and not only for uniform flows.

We use (1) with $\delta = 0$ and the previous approximation of $\|D(u)\| = {\|\partial_2 u\|/2} + O(\varepsilon)$, then the viscous term in (11) neglecting terms of order $\varepsilon$ reads

$$
\partial_z \left( \frac{\mu(l) p(z)}{\|\partial_2 u\|} \partial_2 u \right) \approx - \frac{2}{W} \mu_w p(z) \frac{u}{|u|}.
$$

Since we have a hydrostatic pressure, $p(z) = \rho g (z_b + h - z)$, the second term in the previous equation can be rewritten as

$$
- \frac{2}{W} \mu_w \rho g \cos \theta (z_b + h - z) \text{sign}(u) = \partial_z \left( \frac{1}{W} \mu_w \rho g \cos \theta (z_b + h - z)^2 \text{sign}(u) \right) = \partial_z \left( \mu_w \frac{z_b + h - z}{W} p(z) \text{sign}(u) \right).
$$

Therefore (12) yields

$$
\partial_z \left( \mu(l) \frac{p(z) \text{sign}(\partial_2 u)}{\|D(u)\|} + \mu_w \frac{z_b + h - z}{W} p(z) \text{sign}(u) \right).
$$

Now, if $\text{sign}(\partial_2 u) = \text{sign}(u)$, we obtain

$$
\partial_z \left( \mu(l) \frac{z_b + h - z}{W} p(z) \text{sign}(\partial_2 u) \right) = \partial_z \left( \mu(l) \frac{p(z) \text{sign}(\partial_2 u)}{\|D(u)\|} \right),
$$

which is the viscous term resulting of considering the modified friction coefficient proposed in [25]. Then, we obtain that the model (11) and the one proposed in [25] match in this case.

Note also that the term on the right hand side of equation (13) is an approximation at order $\varepsilon$ of $\text{div}(\mu(l) p \frac{D(u)}{\|D(u)\|})$. For example, these terms are equal in the case of a uniform flow. However, $\text{div}(\mu(l) p \frac{D(u)}{\|D(u)\|})$ cannot be rewritten as

$$
\text{div}(\mu(l) p \frac{D(u)}{\|D(u)\|}) \approx \frac{2}{W} \mu_w p(z) \frac{u}{|u|},
$$

which is the term that appears in the full model (see [23]). As a result, using $\mu(l)$ to describe side walls friction is not correct in general in the full 3D model. It can be justified if we consider a model at first order in $\varepsilon$, with hydrostatic pressure, and $\text{sign}(\partial_2 u) = \text{sign}(u)$.

In the next subsection we present a multilayer discretization of the model (11).

2.1. A multilayer discretization

In this section we briefly describe the multilayer approach for the system (11) (see [20,21] for more details).

2.1.1. General description

We consider a vertical partition of the domain in $N \in \mathbb{N}^*$ layers of thicknesses $h_\alpha(t, x)$ for $\alpha = 1, \ldots, N$, (see Fig. 2), and therefore $\sum_{\alpha=1}^{N} h_\alpha = h$. In practice, we define the coefficients $l_\alpha > 0$ such that

$$
h_\alpha = l_\alpha h \quad \text{for} \quad \alpha = 1, \ldots, N; \quad \sum_{\alpha=1}^{N} l_\alpha = 1.
$$

These layers are separated by $N + 1$ smooth interfaces $\Gamma_{\alpha + \frac{1}{2}}(t)$, whose equations are $z = z_{\alpha + \frac{1}{2}}(t, x)$ for $\alpha = 0, 1, \ldots, N$. Note that the fixed bottom and the free surface are respectively the first and last interfaces $b = z_{\frac{1}{2}}$ and $b + h = z_{N + \frac{1}{2}}$. Note that $z_{\alpha + \frac{1}{2}} = b + \sum_{\beta=1}^{\alpha} h_\beta$ and $h_\alpha = z_{\alpha + \frac{1}{2}} - z_{\alpha - \frac{1}{2}}$, for $\alpha = 1, \ldots, N$. We consider the approximation of an arbitrary function $f$ at the interface $\Gamma_{\alpha + \frac{1}{2}}$ as $f_{\alpha + \frac{1}{2}}$. Finally, $u_\alpha$ denotes the velocity in the layer $\alpha$, that is,

$$
u_\alpha(x) := \frac{1}{h_\alpha} \int_{z_{\alpha - 1/2}}^{z_{\alpha + 1/2}} \tilde{u}(x, z) dz.
$$
Now, to be consistent with our model (11), we need to approximate the viscosity at the interface $\eta_{1/2}$ neglecting the terms of order $\varepsilon$. In order to achieve this, we consider as before $\|D(u)\| = |\partial_z u|/2 + O(\varepsilon)$, so the approximation at $z = z_{1} + \frac{1}{2}$ is given by

$$\|D(u)\|_{1/2} \approx \left| U_{Z,1/2}^H \right|/2,$$  \hspace{1cm} (14)

where $U_{Z}^H$ is introduced in order to approximate $\partial_z u$ in the multilayer framework, that is, the possible discontinuity in the vertical profile of $u$. Then, $U_{Z}$ satisfies

$$U_{Z} - \partial_z u = 0, \quad \text{with} \quad U_{Z} = (U_{Z}^H, U_{Z}^V).$$  \hspace{1cm} (15)

Firstly, we approximate $u$ by $\tilde{u}$, a $P_1(z)$ interpolation such that $\tilde{u}(z)_{1/2}(z_{1/2} + z_{1/2} + 1) = u_{1/2}$. Thus, $U_{Z,1/2} = (U_{Z}^H, U_{Z}^V)$ is an approximation of $U_{Z}(\tilde{u})$ at $\Gamma_{1/2}$. We choose

$$U_{Z}^H_{Z,1/2} = \frac{u_{1+1} - u_1}{h_{1+1}}, \quad \text{for} \quad \alpha = 1, \ldots, N - 1,$$  \hspace{1cm} (16)

with $h_{1+1}$ the distance between the midpoints between layers $\alpha$ and $\alpha + 1$. Note that $U_{Z}^H_{Z,1/2}$ and $U_{Z}^H_{Z,N+1/2}$ must be defined by the boundary condition at the bottom and free surface, respectively.

Therefore, the viscosity coefficient at the interface $\Gamma_{1/2}$ reads

$$\eta_{1/2} = \eta_{1/2}(U_{Z}^H_{Z,1/2}) = \frac{\mu(l_{1/2}) p_{1/2}}{\sqrt{\left| U_{Z}^H_{Z,1/2} \right|^2/4 + \delta^2}},$$  \hspace{1cm} (17)

for $\alpha = 0, \ldots, N - 1$, and $\eta_{N+1/2} = 0$ since we fix the atmospheric pressure, $p_5 = 0$. In (17) the pressure is assumed hydrostatic, then

$$p_{1/2} = \rho g \cos \theta \sum_{\beta = 1}^{N} h_{\beta}, \quad l_{1/2} = \frac{d_5 |U_{Z}^H_{Z,1/2}|}{\sqrt{p_{1/2}/p_5}} = \frac{d_5 |u_{1+1} - u_1|}{h_{1+1} \sqrt{\rho g \cos \theta \sum_{\beta = 1}^{N} h_{\beta}}},$$  \hspace{1cm} (18)

for $\alpha = 0, \ldots, N - 1$. The definition of the viscosity at the bottom $\eta_1$ is particularly interesting. It will depend on the considered boundary condition, either no-slip or a Coulomb type friction. This will be discussed later.

Following the procedure presented in [20], the final $\mu(I)$ rheology multilayer model at first order in $\varepsilon$, including the lateral wall friction, reads, for $\alpha = 1, \ldots, N,$
\[
\left\{\begin{array}{l}
\ell_\alpha \left( \partial_t h + \partial_x (hu_\alpha) \right) = G_{\alpha+\frac{1}{2}} - G_{\alpha-\frac{1}{2}}, \\
\ell_\alpha \left( \rho \partial_t (hu_\alpha) + \rho \partial_x (hu^2_\alpha) + \rho g \cos \theta h \partial_x (zb + h) \right) = K_{\alpha-\frac{1}{2}} - K_{\alpha+\frac{1}{2}} + \frac{1}{2} \rho G_{\alpha+\frac{1}{2}} (u_{\alpha+1} + u_\alpha) - \frac{1}{2} \rho G_{\alpha-\frac{1}{2}} (u_\alpha + u_{\alpha-1}) + M_{\alpha,W},
\end{array}\right.
\]

where

\[zb = b + \tilde{b}; \quad \tilde{b} = -x \tan \theta\]

is the bottom topography. \(G_{\alpha+\frac{1}{2}}\) is the mass transfer between the layers \(\alpha\) and \(\alpha + 1\), written as

\[G_{\alpha+\frac{1}{2}} = \partial_t z_{\alpha+\frac{1}{2}} + \frac{u_\alpha + u_{\alpha+1}}{2} \partial_x z_{\alpha+\frac{1}{2}} - w_{\alpha+\frac{1}{2}}\]

The vertical velocity is a piecewise linear function defined through its upper and lower limits at the interfaces. The limit at the interface \(z = z_{\alpha+\frac{1}{2}}\) verifies the jump condition

\[w_{\alpha+\frac{1}{2}}^+ = w_{\alpha+\frac{1}{2}}^- + (u_{\alpha+1} - u_\alpha) \partial_x z_{\alpha+\frac{1}{2}}\]

and by the linear profile of the vertical velocity inside layer \(\alpha\) and the incompressibility condition we have

\[w_{\alpha+\frac{1}{2}}^- = w_{\alpha+\frac{1}{2}}^+ - h_\alpha \partial_x u_\alpha\]

The side walls friction is taken into account through the term \(M_{\alpha,W}\). Following the multilayer procedure we obtain that

\[M_{\alpha,W} = -\int_{z_{\alpha-\frac{1}{2}}}^{z_{\alpha+\frac{1}{2}}} \frac{2}{W} \mu_w \frac{u_\alpha}{|u_\alpha|} \rho g \cos \theta (zb + h - z) dz = \int_{z_{\alpha-\frac{1}{2}}}^{z_{\alpha+\frac{1}{2}}} \frac{2}{W} \mu_w \frac{u_\alpha}{|u_\alpha|} \rho g \cos \theta \frac{(zb + h - z)^2}{2} dz\]

After some algebra we get

\[\frac{(zb + h - z)^2}{2} \bigg|_{z_{\alpha-\frac{1}{2}}}^{z_{\alpha+\frac{1}{2}}} = -h_\alpha \left( \sum_{\beta = \alpha + 1}^{N} h_\beta + \frac{h_\alpha}{2} \right) = -h_\alpha \left( zb + h - \left( zb + \sum_{\beta = 1}^{\alpha - 1} h_\beta + \frac{h_\alpha}{2} \right) \right)\]

Therefore, denoting \(p_\alpha = \rho g \cos \theta \left( zb + h - \left( zb + \sum_{\beta = 1}^{\alpha - 1} h_\beta + \frac{h_\alpha}{2} \right) \right)\), the pressure in the midpoint layer \(\alpha\), the lateral walls friction term is written

\[M_{\alpha,W} = -l_\alpha \frac{h}{W} \mu_w p_\alpha \frac{u_\alpha}{|u_\alpha|}\]

Finally, the viscous term \(K_{\alpha+\frac{1}{2}}\) is defined by

\[K_{\alpha+\frac{1}{2}} = -\frac{1}{2} \eta_{\alpha+\frac{1}{2}} (u_{\alpha+\frac{1}{2}}^H \cdot u_{\alpha+\frac{1}{2}}^H) \ell_{\alpha+\frac{1}{2}}, \quad \alpha = 1, \ldots, N - 1\]

for \(\eta_{\alpha+\frac{1}{2}}\) defined in (17)-(18). The terms \(K_{\frac{1}{2}}\) and \(K_{N+\frac{1}{2}}\) are defined by the boundary conditions at the bottom and the free surface, respectively (see section 2.1.2).

Model (19) has \(2N\) equations and \(2N\) unknowns, however the continuity equations can be combined (see [21]) to achieve a system with \(N+1\) equations and unknowns: the total height and the discharge of each layer, i.e., \((h, q_1, \ldots, q_N)\), where \(q_\alpha = h u_\alpha\), for \(\alpha = 1, \ldots, N\). By defining the auxiliary coefficients

\[\xi_{\alpha,\gamma} = \begin{cases} (1 - (l_1 + \cdots + l_\alpha)) l_\gamma, & \text{if } \gamma \leq \alpha, \\ -(l_1 + \cdots + l_\alpha) l_\gamma, & \text{otherwise,} \end{cases}\]

for \(\alpha, \gamma \in \{1, \ldots, N\}\), the system (19)-(21) is rewritten as
\[
\partial h + \partial_s \left( \sum_{\beta=1}^{N} l_{\beta} q_{\beta} \right) = 0,
\]
\[
\partial q_{\alpha} + \partial_s \left( \frac{q_{\alpha}^2}{h} + g \cos \theta \frac{h^2}{2} \right) + g \cos \theta h \partial_s z_b + \left( \sum_{\gamma=1}^{N} \frac{1}{2h_{l_{\alpha}}} \left( (q_{\alpha} + q_{\alpha-1}) \xi_{\alpha-1},\gamma - (q_{\alpha+1} + q_{\alpha}) \xi_{\alpha},\gamma \right) \right) \partial_s q_{\gamma} = \left( \frac{1}{\rho h_{l_{\alpha}}} (K_{\alpha-1,2} - K_{\alpha+1,2} + M_{\alpha,w}) \right) \quad \alpha = 1, \ldots, N.
\]

(22)

2.1.2. Boundary conditions

The boundary condition at the free surface is simply defined by taking into account that the atmospheric pressure is neglected (\(p_S = 0\)), therefore \(K_{N+\frac{1}{2}} = 0\). The term \(K_{1/2}\) is defined by the boundary condition at the bottom. A difficult task is to strongly impose the no-slip or Coulomb type friction boundary condition at the bottom in multilayer models. A good way to impose strongly the no slip condition at the bottom would be to calculate the velocities at the vertical interfaces \(\Gamma_{w_{\alpha+1/2}}\). On the contrary, multilayer models calculate averaged velocities within the layer, which in turn is a second order approximation of the velocity at the middle of the layer (see Fig. 3). As an example, in the first layer we have \(u_1 = u(h_1/2) + O(h_1^2)\). As a result, we can only impose the boundary conditions in a weak sense and the no slip condition is not exactly achieved, as it can be observed when looking in details the numerical results (see section 4.1).

Furthermore, we can not impose strongly a Coulomb type boundary condition since the unknowns of the system are the velocities and not the stresses, contrary to Augmented Lagrangian method (see [23]), for example.

Let us propose simple ways to weakly impose no-slip and Coulomb type boundary condition. The key point is to approximate \(\partial_s u\) at the bottom. The value of \(L_{U_{\frac{1}{2}}}^H\) as an approximation of \(\partial_s u\) at the bottom \(z = z_{1/2}\) depends on the velocity in the first layer \(u_1\). In general we assume the following approximation, \(L_{U_{\frac{1}{2}}}^H = u_{1 - u_0}/h_1\) where \(u_0\) represents the velocity in a fictitious layer under the bottom level.

If we consider a Coulomb friction law, the stress tensor must verify the condition

\[
\sigma \cdot n^b = \left( \left( \sigma \cdot n^b \right) \cdot n^b \right) n^b = \left( \mu(l_{\frac{1}{2}})p_{\frac{1}{2}} \frac{u_1}{|u_1|}, 0 \right),
\]

(23)

where \(n^b\) is the downward unit normal vector to the bottom. We can consider either a friction law with a constant parameter \(\mu(l_{\frac{1}{2}}) = \mu_s\) as in [38], or given by the expression of the \(\mu(l)\) rheology. In this case, we consider the approximation of \(\partial_s u\) at the bottom considering that the velocity \(u_0 = 0\),

\[
L_{U_{\frac{1}{2}}}^H = u_1/h_1.
\]

This makes it possible to obtain a non-zero velocity at the bottom.

Then, the term \(K_{\frac{1}{2}}\) is given by condition (23),

\[
K_{\frac{1}{2}} = -\rho \frac{g h \cos \theta}{\mu(l_{\frac{1}{2}})} \frac{u_1}{|u_1|} \text{, where } l_{\frac{1}{2}} = \frac{d_s |u_1/h_1|}{\sqrt{\varphi_s g h \cos \theta}}.
\]

(24)
If no-slip condition is considered then we must change the approximation $U^H_{Z,1/2}$ because now the velocity must vanish at $z = z_{1/2}$, so we introduce $u_0 = -u_1$. Hence we consider the approximation

$$U^H_{Z,1/2} = \frac{2u_1}{h_1}.$$  

Then $K_{1/2}$ is given by

$$K_{1/2} = -\rho \frac{gh \cos \theta}{u_1^2} \frac{u_1}{|u_1|}, \quad \text{where} \quad l_{1/2} = \frac{dz|2u_1/h_1|}{\sqrt{\Theta_1 g h \cos \theta}}. \quad (25)$$

As a conclusion, the viscous term at the bottom ($K_{1/2}$) defined from a no-slip condition only differs from the one when considering a Coulomb friction law in the inertial number:

$$l_{1/2}, \text{No slip} = 2l_{1/2}, \text{Coulomb}. \quad (26)$$

In the next section we detail the numerical discretization of the proposed multilayer system (22).

3. Numerical approximation

In the literature, multilayer systems have been discretized by combining a usual finite volume method with a splitting procedure [1, 2, 4–6, 21]. Thus, authors usually separate the viscous terms, which are treated with a semi-implicit scheme. We follow this structure in a particular way. One of the main contribution of our previous work [20] was to introduce a multilayer system with non-constant viscosity. Nevertheless, its numerical approximation was not explained. To our knowledge it’s the first time that a numerical scheme for a multilayer system with non-constant viscosity is exposed. These rheological terms add new difficulties, namely when looking for a well-balanced scheme that was not achieved in [20]. Here we consider a hydrostatic reconstruction in a finite volume method in order to ensure the well-balanced property.

Firstly, we can write the system (22) in matrix notation as

$$\frac{\partial}{\partial t} w + \frac{\partial}{\partial x} F(w) + S(w) \partial_x z_b + B(w) \partial_x w = E(w) \quad (27)$$

where $w = (h, q_1, q_2, ..., q_N) \in \Omega \subset \mathbb{R}^{N+1}$ is the unknown vector, $F(w) = (F_\alpha(w))_{\alpha=0,1, ..., N}$ is a regular function from $\mathbb{R}^{N+1}$ to $\mathbb{R}^{N+1}$, $B(w) = (B_{\alpha,\beta}(w))_{\alpha,\beta=0,1, ..., N}$ is a regular matrix function from $\mathbb{R}^{N+1}$ to $\mathcal{M}_{N+1}^{N+1}(\mathbb{R})$, $S(w) = (S_\alpha(w))_{\alpha=0,1, ..., N}$, and $E(w) = (E_\alpha(w))_{\alpha=0,1, ..., N}$ are vector functions from $\mathbb{R}^{N+1}$ to $\mathbb{R}^{N+1}$.

$F_\alpha(w)$ and $S_\alpha(w)$ are defined by the convective and pressure terms, respectively,

$$F_\alpha(w) = \begin{cases} \sum_{\beta=1}^{N} l_\beta q_\beta, & \text{if } \alpha = 0, \\ q_\alpha^2 h \cos \theta / h^2, & \text{if } \alpha = 1, ..., N; \end{cases} \quad S_\alpha(w) = \begin{cases} 0, & \text{if } \alpha = 0, \\ gh \cos \theta, & \text{if } \alpha = 1, ..., N. \end{cases}$$

Note that the addition of convective and pressure terms can be written as

$$\frac{\partial}{\partial t} F(w) + S(w) \partial_x z_b = \partial_x F_c(w) + S(w) \partial_x (z_b + h), \quad \text{with} \quad F_c(w) = F(w) - \frac{h}{2} S(w).$$

Then, $F_c(w)$ contains the convective term and pressure terms are defined by $S(w) \partial_x (z_b + h)$. On the other hand, $B_{\alpha,\beta}(w)$ is defined in terms of the momentum transference terms,

$$B_{\alpha,\beta}(w) = \begin{cases} 0, & \text{if } (\alpha, \beta) \in \{0\} \times \{0, 1, ..., N\} \cup \{1, ..., N\} \times \{0\}, \\ \frac{1}{2h_\alpha} (q_\alpha + q_\alpha - 1) \xi_\alpha - 1, \beta - \frac{1}{2h_\alpha} (q_\alpha + q_\alpha) \xi_\alpha, \beta, & \text{if } \alpha,\beta = 1, ..., N. \end{cases}$$

The viscous terms are included in the definition of $E_\alpha(w)$:

$$E_\alpha(w) = \begin{cases} 0, & \text{if } \alpha = 0, \\ \frac{1}{\rho_\alpha} \left( K_{\alpha-1/2} - K_{\alpha+1/2} + M_\alpha w \right), & \text{if } \alpha = 1, ..., N. \end{cases}$$

Next, we detail the two steps of the splitting procedure. In the first step we consider the hyperbolic system with the non-conservative products, corresponding to the momentum transference terms between the vertical layers. In the second step we deal with the viscous terms.
Before describing these processes, let us focus on the treatment of the bottom condition because it plays a crucial role in order to achieve the well-balanced property. The numerical discretization must solve two different difficulties related to the well-balanced property. The first one is physical, i.e., the Coulomb friction at the bottom and the walls must behave as a force which opposes the movement of the granular flow. When the total friction is greater than the sum of the other forces acting on the system, then we should obtain \( u_\alpha = 0 \) for \( \alpha = 1, \ldots, N \). This effect is achieved in the second step, through the discretization of the bottom friction term \( k_{1/2} \). The second difficulty is a numerical issue. We use a Riemann solver in order to solve the hyperbolic part of the system, which introduces numerical diffusion. This artificial diffusion must be zero in order to ensure \( \dot{h} = 0 \) when the granular flow has stopped, i.e., when \( u_\alpha = 0 \) for \( \alpha = 1, \ldots, N \). Next, we describe the two steps of the numerical approximation:

**Step 1:** Firstly, we do not consider viscous effects, that is, \( E(\mathbf{w}) = 0 \). Then, we consider a finite volume solver to discretize system \((27)\). Namely, we consider a HLL type method defined as follows:

\[
\mathbf{w}^{n+1/2}_i = \mathbf{w}^n_i + \frac{\Delta t}{\Delta x} \left( \mathcal{J}^n_{c,i-1/2} - \mathcal{J}^n_{c,i+1/2} + \frac{1}{2} \left( B^n_{l+1/2} + B^n_{l-1/2} + S^n_{l+1/2} + S^n_{l-1/2} \right) \right),
\]

(28)

with

\[
B^n_{l+1/2} = \frac{1}{2} \left( B(w^n_{i+1}) + B(w^n_{i}) \right) (\mathbf{w}^n_{i+1} - \mathbf{w}^n_{i}),
\]

and

\[
S^n_{l+1/2} = \frac{1}{2} \left( S(w^n_{i+1}) + S(w^n_{i}) \right) (h^n_{i+1/2} - h^n_{i+1/2}),
\]

where \( h_{i+1/2} \) is defined by the hydrostatic reconstruction introduced in \([3]\):

\[
h_{i+1/2} = \max(0, h_i - (\Delta Z_{i+1/2})_+);
\]

\[
h_{i+1/2} = \max(0, h_{i+1} - (\Delta Z_{i+1/2})_+),
\]

(29)

where

\[
(\Delta Z_{i+1/2})_+ = \max(0, z_{b,i+1} - z_{b,i}).
\]

(30)

The numerical flux associated to the convective terms, \( \mathcal{J}^n_{c,i+1/2} \), is

\[
\mathcal{J}^n_{c,i+1/2} = \frac{1}{2} \left( F_c(w^n_{i+1}) - F_c(w^n_{i}) \right) - \frac{1}{2} \mathcal{D}^n_{i+1/2},
\]

(28)

where \( \mathcal{D}^n_{i+1/2} \) is the numerical diffusion of the scheme. Let us remark that this method can be seen as a path-conservative method with a second order approximation of the Roe matrix by setting the paths as segments (see \([40]\)).

Thus, in order to define the numerical diffusion, we consider the HLL extension proposed in \([14]\). In this paper authors proposed a general formulation of numerical methods where the numerical viscosity matrix is defined in terms of the evaluation of a polynomial on the Roe matrix. In our case, taking into account that we use a second order approximation of Roe matrix by segments and the fact that we introduce a well-balanced correction associated to the Coulomb friction term, the numerical diffusion is defined as follows:

\[
\mathcal{D}_{i+1/2} = a_0 \left( \hat{\mathbf{w}}^n_{i+1} - \hat{\mathbf{w}}^n_{i} \right) + a_1 \left( F_c(w^n_{i+1}) - F_c(w^n_{i}) + B^n_{i+1/2} + S^n_{i+1/2} \right),
\]

(31)

with

\[
a_0 = \frac{S_R|S_L| - S_L|S_R|}{S_R - S_L}, \quad a_1 = \frac{|S_R| - |S_L|}{S_R - S_L},
\]

being \( S_L \) and \( S_R \) approximations of the minimum and maximum wave speed. In practice, to defined \( S_L \) and \( S_R \) we consider a baroclinic approximation,

\[
S_L = \min \left( \sum_{\alpha=1}^{N} l_\alpha u^n_{\alpha,i+1/2} - \sqrt{g \cos \theta h^n_{i+1/2}}, \sum_{\alpha=1}^{N} l_\alpha u^n_{\alpha,i+1/2} - \sqrt{g \cos \theta h^n_{i+1/2}} \right),
\]

\[
S_R = \max \left( \sum_{\alpha=1}^{N} l_\alpha u^n_{\alpha,i+1/2} + \sqrt{g \cos \theta h^n_{i+1/2}}, \sum_{\alpha=1}^{N} l_\alpha u^n_{\alpha,i+1/2} + \sqrt{g \cos \theta h^n_{i+1/2}} \right).
\]
In (31) we use the reconstructed states

\[ \hat{w}_i^n = (\hat{h}_{i+1/2}, q_{1,i}, \ldots, q_{N,i}), \quad \hat{w}_{i+1}^n = (\hat{h}_{i+1/2}, q_{1,i+1}, \ldots, q_{N,i+1}), \]

where \( \hat{h}_{i+1/2} \) is defined by (29) taking in this case

\[ (\Delta Z_{i+1/2})_+ = \max(0, z_{b,i+1} - z_{b,i} + \Delta C_{i+1/2}), \]

(32)

with \( \Delta C_{i+1/2} = f_{i+1/2} \Delta x_{i+1/2} \) defined by considering the Coulomb (or no slip) friction term. Several definitions of \( f_{i+1/2} \) can be given (see [9]), in this work we set

\[ f_{i+1/2} = - \text{proj}_{M_{\beta}} \left( \frac{-g(h_{i+1} + z_{b,i+1} - h_i - z_{b,i})}{\Delta x} - \frac{u_{\beta,i+1/2}}{\Delta t} \right), \]

(33)

where

\[ M_{\beta} = \mu + \frac{2}{W} \mu_w \left( \sum_{\gamma = \beta + 1}^{N} \frac{h_{y} + \frac{h_{\beta}}{2}}{2} \right) \]

being \( \beta \) the lowest layer that is moving, i.e., \( |u_{\beta}| > 0 \). If all the layers are at rest then \( \beta = N \). Moreover,

\[ \text{proj}(X) = \begin{cases} X & \text{if } |X| \leq gM_{\beta}; \\ gM_{\beta} \frac{|X|}{|X|} & \text{if } |X| > gM_{\beta}. \end{cases} \]

(34)

and \( u_{\beta,i+1/2} \) is an average state of the velocity at layer \( \beta \). For example we can set the Roe average state

\[ u_{\beta,i+1/2} = \frac{\sqrt{\hat{h}_{i}} u_{\beta,i} + \sqrt{\hat{h}_{i+1}} u_{\beta,i+1}}{\sqrt{\hat{h}_{i}} + \sqrt{\hat{h}_{i+1}}} \]

In practice, this term is important when the granular flow is stopping. In general, upper layers are the last ones that stop in granular flows, then we can also consider \( u_{\beta,i+1/2} = u_{N,i+1/2} \). Note that the first condition in (34) gives the well-balanced property by ensuring that the numerical diffusion is zero when the velocity is also zero.

**Step 2:** Now, we must add the contribution of \( E(w) \). With this goal, a semi-implicit discretization is considered:

\[ w_i^{n+1} = w_i^{n+1/2} + \Delta t \ \hat{E}(w_i^{n}, w_i^{n+1}), \]

(35)

where \( w_i^{n+1/2} \) is the approximation (28). Note that the first component of \( E(w) \) is 0, therefore we clearly obtain \( h_i^{n+1} = h_i^{n+1/2} \).

We get \( q_i^{n+1} = (q_{i+1}^{n+1}, \ldots, q_{N}^{n+1})_i \) as solution of the \( N \times N \) tridiagonal system

\[ q_{\alpha,i}^{n+1} = q_{\alpha,i}^{n+1/2} + \frac{\Delta t}{\rho l_\alpha} \left( \eta_{\alpha+1/2}(w_i^{n+1}) \frac{u_{\alpha+1,i}^{n+1} - u_{\alpha,i}^{n+1}}{l_{\alpha+1/2} h_{\alpha,i}^{n+1}} - \eta_{\alpha-1/2}(w_i^{n+1}) \frac{u_{\alpha,i}^{n+1} - u_{\alpha-1,i}^{n+1}}{l_{\alpha-1/2} h_{\alpha,i}^{n+1}} + M_{\alpha,W,i}^{n+1} \right), \]

(36)

for \( \alpha = 2, \ldots, N - 1 \), where \( \eta_{\alpha+1/2} \) is defined by (17). The lateral side walls friction terms approximation is

\[ M_{\alpha,W,i}^{n+1} = -l_\alpha \ h_i^n \ \frac{2}{W} \mu_w \ p_{\alpha,i}^n \ \frac{u_{\alpha,i}^n}{\sqrt{u_{\alpha,i}^n)^2 + \delta^2}}, \]

(37)

with

\[ p_{\alpha,i}^n = \rho g \cos \theta \left( z_{b,i} + h_i^n - \left( z_{b,i} + \sum_{\beta=1}^{\alpha-1} \ h_{\beta,i}^{n+1} + \frac{h_{\alpha,i}^{n+1}}{2} \right) \right), \quad \text{for } \alpha = 1, \ldots, N. \]

The equations for \( \alpha = 1 \) and \( \alpha = N \) can be analogously obtained taking into account that \( \eta_{N+1/2} = 0 \) and the definition of \( K_{1/2} \). For the first layer we consider a regularization of (24)–(25), which can be written as follows:
\[q_{1,i}^{n+1} = q_{1,i}^{n+1/2} + \frac{\Delta t}{\rho l_t} \left( \eta_2(\mathbf{w}_t^n) u_{2,i}^{n+1} - u_{2,i}^{n+1} \right) - \frac{\rho g h_i^n \cos \theta (l_i^n)^2}{l_i h_i^n} \left( \frac{u_{1,i}^{n+1} - u_{0,i}^{n+1}}{l_i h_i^n} + \frac{M_t^{n+1}}{W_t} \right), \] (38)

taking into account the definition of \(l_{1,i}\) (see (24)–(26)) and \(u_0\) (see Fig. 3) depending on the bottom condition. This formulation corresponds to approximating the friction condition at the bottom with a regularization method. It is consistent with the definition of \(q_{1,i}\) given by (17). As a consequence, we cannot obtain exactly \(u = 0 \text{ m s}^{-1}\) when a solution at rest is expected. Actually, for the numerical tests presented in section 4 we get velocities of order \(10^{-7} \text{ m s}^{-1}\). Let us also remark that with this formulation the friction conditions at the bottom and lateral walls are considered directly in the definition of the linear system.

For the top layer, we consider

\[q_{N,i}^{n+1} = q_{N,i}^{n+1/2} + \frac{\Delta t}{\rho l_N} \left( M_t^{n+1} - \eta_{N-1} \left( \mathbf{w}_t^n \right) u_{N,i}^{n+1} - u_{N-1,i}^{n+1} \right), \] (39)

Note that the symmetric matrix associated to this linear system is a strictly diagonally dominant matrix, therefore the system is well-conditioned. Finally, we use the Thomas algorithm to solve each tridiagonal system.

We consider two different hydrostatic reconstruction in the first step, which are defined by (29)–(30) and (29)–(32). In the first one we deal with the change of the topography but the friction at the bottom is not taken into account. In the second one, the friction condition is managed in order to achieve a well-balanced scheme. An important remark is that the numerical treatment of the friction condition would not be consistent if we include the friction condition in the first reconstruction. This is because in that case the friction at the bottom would be added twice in a time step.

The last consideration that we do is related with solving the linear systems. It corresponds with solving a vertical diffusion in each cell. We only solve the linear system in the cell \(I_i\) if the total height \(h_i^{n+1}\) is larger than \(\epsilon_s\). Otherwise, the friction law at the bottom together with the lateral walls friction are considered as in the case of a single-layer model. The friction term (bottom and side walls) is applied to the first layer and we neglect the vertical variations in those cell, i.e., we set \(q_{1,i}^{n+1} = q_{1,i}^{n+1} \alpha = 2, \ldots, N\).

Therefore, in those cells for which \(0 < h_i^{n+1} < \epsilon_s\) (or if we consider the single-layer model \(N = 1\)), we define

\[q_{\alpha,i}^{n+1} = \begin{cases} q_{1,i}^{n+1/2} - \Delta t \rho g \cos \theta h_i^{n+1} \mu_{1,i}^{n+1} \frac{q_{1,i}^{n+1}}{|q_{1,i}^{n+1}|}, & \text{if } |q_{1,i}^{n+1/2}| > \Delta t \sigma_{c,i}^{n+1} \\ 0, & \text{otherwise} \end{cases} \] (40)

being \(\sigma_{c,i}^{n+1} = \rho g h_i^n \cos \theta \mu_{1,i}^{n+1}\) with \(\mu_{1,i}^{n+1} = \mu(l_i^n) + h_i^n / W \mu_w\), where \(l_i^n\) is defined by (24) if we consider a Coulomb friction law, or by (25) for a no slip condition.

4. Numerical tests

In this section we show four numerical tests in order to validate the model and the numerical scheme presented in previous sections. Firstly, in Subsection 4.1, we consider a uniform flow and investigate the influence of the lateral wall friction on the vertical profile of velocity. We also study the evolution of two critical values of the channel width for different bottom slopes: (i) \(W_t\) that is the first value for which all the granular mass is moving, i.e., if \(W > W_t\) there is no flow/no-flow interface; (ii) \(W_b\) that is the first value for which the downslope velocity along the normal direction has a Bagnold profile and not a S-shaped profile. Secondly, in Subsection 4.2, we perform a test focused on the well-balanced property of the scheme, combined with the treatment of the wet/dry front. Third, in Subsection 4.3, we show that approximating the side walls friction through a single-layer model could lead to non-physical solutions that strongly differ from those computed with a multilayer model. Finally, in Subsection 4.4, we compare the results obtained with our model to laboratory experiments of granular column collapse.

All the tests are computed over a reference inclined plane of angle \(\theta\) (tilted coordinates), specified for each test. As we commented in previous section, for the tests where a solution at rest is expected, we cannot obtain exactly \(u = 0 \text{ m s}^{-1}\) because of the regularization method. However, we get velocities of order \(10^{-7} \text{ m s}^{-1}\), which can be considered as zero without meaning a loss of accuracy in the results.

4.1. Uniform flow: influence of the channel width

In this test we consider a uniform flow of granular material, whose height is \(h = 50d_s \approx 2.65 \text{ cm}\), which flows within a narrow channel of width \(W\) and slope \(\theta\). The grain diameter is \(d_s = 0.53 \text{ mm}\) and the volume fraction is \(\phi_s = 0.6\). The
rheological parameters are $\mu_1 = \tan(20.9^\circ)$, $\mu_2 = \tan(32.76^\circ)$, $\mu_w = \tan(13.1^\circ)$ and $I_0 = 0.279$, which are typical values for experiments with glass beads.

For the simulations, we impose no slip condition at the bottom and zero velocity at the initial time. The material starts to flow because of the gravitational force. We use 50 layers in the multilayer discretization and consider the regularization parameter $\delta = 10^{-5}$ s$^{-1}$ in equation (37). The horizontal length of the domain is 1.1, which we discretize with 100 points. We let the material flow until the uniform steady state is reached, then all the results will refer to this steady state.

First, we focus on the velocity profiles in the direction normal to the slope when going from a narrow to a wider channel. Fig. 4 shows these profiles at a slope $\theta = 26.1^\circ$ for increasing channel widths $W =$ 9$d_s$, 18$d_s$, ..., 13176$d_s$. Note that in this test the parameter $\lambda = H/L_y$ takes values in a range from 3 · 10$^{-3}$ to 5.5. In particular, the influence of the channel width on the position of the flow/no-flow interface is shown. The thickness of the flowing layer increases as the width does. Moreover, all the granular layer flows when the thickness $W \geq W_c = 117d_s \approx 6.2$ cm (see Fig. 4a). Fig. 4b shows an S-shaped velocity profile until $W \geq W_b = 425d_s \approx 22.5$ cm where the flow then exhibits a Bagnold profile. The critical value $W_b$ is measured by approximating the second derivative of the downslope velocity along the normal direction. Then $W_b$ is the first value of $W$ for which the second derivative changes its sign. Interestingly, an asymptotic velocity profile is reached for values of $W$ greater than 3 meters approximately ($W =$ 6588$d_s$). Then, the velocity profile is independent of the channel width. Note that these values are related to the chosen thickness $h = 50d_s$ and slope angle $\theta = 26.1^\circ$.

Fig. 5 shows the influence of the channel width on the maximum velocity (i.e. the velocity at the free surface). We can observe in this figure a nonlinear behavior of the maximum velocity in terms of the channel width. For small values of the width $W_{\text{max}}$ scales approximately as $(W/d_s)^{3/2}$ (see inset (a)). When the width increases the maximum velocity tends to the velocity reached when the lateral friction term is not considered (i.e. $W = \infty$). For $W_b = 425d_s \approx 22.52$ cm, the maximum velocity is still 1.3 times lower than for $W = \infty$.

Let us investigate how $W_c$ (minimum width for all the granular mass to flow) and $W_b$ (minimum width for the flow to exhibit a Bagnold profile) vary with the slope angle for a given flow thickness $h = 50d_s \approx 2.65$ cm (Fig. 6a). $W_c$ and $W_b$ are calculated by increasing the width $W$ in steps of 25$d_s$ $\approx 1.33$ cm for fixed slopes $\theta = 22^\circ$, 24$^\circ$, 26.1$^\circ$, 28$^\circ$ and 30$^\circ$. For small slopes, high values of $W$ should be reached to get fully flowing materials with Bagnold velocity profile (i.e. $W_c \approx 35.77$ cm and $W_b \approx 84.8$ cm at $\theta = 22^\circ$). The values of $W_c$ and $W_b$ rapidly decrease with increasing slope angles and reach almost constant values $W_c \approx 4$ cm and $W_b \approx 20$ cm. For example for a slope $\theta = 24^\circ$, we see that all the material flows for $W > 9.28$ cm and that the hypothesis of Bagnold profile is valid only when $W > 33.12$ cm. These results could help choosing the good dimensions of the channel in laboratory experiments.

Another key issue in shallow depth-averaged models is how to relate the depth-averaged velocity calculated with these models to the free surface velocity that is generally the one measured in laboratory experiments. Fig. 6b shows the difference between the maximum velocity and the velocity averaged along the normal direction, normalized by this maximum velocity, for three different values of the width channel: $W_0$, $W_c$, $W_b$ and $W_b$ (see Table 1). We see that this difference is huge (greater than 75% of the maximum velocity) in the case of small widths. It is because in case only the layers close to the free surface are moving. This difference decreases for larger widths since all the granular layer is moving. Note that for $W = W_b$, the difference is almost constant for all the slopes and still of about 43% of the maximum velocity.

In these tests a no-slip condition was considered at the bottom. Fig. 7 shows the velocity profiles with both no slip and friction condition, for a slope $\theta = 26.1^\circ$ and three widths: $W_c$, $W_b$ and $W \approx 7$ m for which the influence of the side walls is almost insignificant. We see that there is no difference between no-slip and basal friction conditions for the small width

Fig. 4. Normalized normal profiles of the downslope velocity (a) on a slope $\theta = 26.1^\circ$ and for different channel widths ($W$), increasing from left to right lines. (a) Solid lines correspond to the cases when the flow/no-flow interface exists and dashed lines are the cases when the flow/no-flow interface does not exist; (b) circle-dotted lines correspond to the cases when the velocity profile is still S-shaped and cross-dotted lines are the cases when the velocity follows a Bagnold type profile.
Fig. 5. Normalized velocity (solid black lines) at the free surface as a function of the channel width W. The inner figures are (a) the logarithmic scale; (b) zoom of main figure for short widths W. Dashed-dot red line is the velocity at the free surface without side walls effect. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)

Table 1

<table>
<thead>
<tr>
<th>θ (°)</th>
<th>W₀ (cm)</th>
<th>Wₙ (cm)</th>
<th>Wₘ (cm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>22</td>
<td>16</td>
<td>35.77</td>
<td>84.8</td>
</tr>
<tr>
<td>24</td>
<td>4</td>
<td>9.28</td>
<td>33.12</td>
</tr>
<tr>
<td>26.1</td>
<td>3.3</td>
<td>6.2</td>
<td>22.52</td>
</tr>
<tr>
<td>28</td>
<td>2.6</td>
<td>5.3</td>
<td>18.55</td>
</tr>
</tbody>
</table>

Fig. 6. (a) Evolution of the threshold widths Wₙ (solid-circles blue line) and Wₘ (cross-dashed green line) as a function of the slope angle θ. (b) Relative difference between the maximum and the averaged velocity for different slopes (represented by different colors) measured for widths W₀ < Wₙ, Wₙ and Wₘ in Table 1. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)

Wₙ, and a slight increase of the velocity obtained with basal friction condition for larger widths. We have also checked that the value of Wₙ and Wₘ are almost the same in both conditions, for the slope θ = 26.1°.

4.2. Well-balanced test including dry areas: granular collapse over an arbitrary bottom

In this test we consider a granular collapse over an arbitrary topography. We show that the hydrostatic reconstruction (29)-(34) is the key point making it possible to obtain the well-balanced property. By comparing the normal profiles of
velocity at different times/points, we also show that our model produces results similar to the model considered in Jop et al. [25].

We take the grain diameter $d_s = 0.7$ mm and the solid volume fraction $\varphi_s = 0.62$, leading to an apparent flow density $\rho = 1550$ kg m$^{-3}$. The friction coefficients are $\mu_1 = \tan(25.5^\circ)$, $\mu_2 = \tan(36.5^\circ)$ and $l_0 = 0.279$. We also consider the following topography (in m) over an inclined plane with slope $\theta = 16^\circ$ (see Fig. 8),

$$b(x) = 0.25e^{-50(x+0.5)^2} + 0.03e^{-50(x-0.75)^2}.$$

The initial condition is given by $q = 0$ m$^2$ s$^{-1}$ and

$$h(x) = \begin{cases} 0.34 - b(x) & \text{if } |x| \leq 0.2; \\ 0 & \text{otherwise}. \end{cases}$$

The length of the domain is 4 m and we take 400 points for the spatial discretization. The channel width is $W = 10$ cm and the side walls friction is included through the proposed model with the friction coefficient $\mu_w = \tan(10.5^\circ)$. We use 50 layers in the multilayer system. Fig. 8 shows the evolution of the computed free surface with the multilayer model with and without the hydrostatic reconstruction. The results are shown in cartesian (left) and local (right) coordinates. We obtain similar profiles of the flowing mass in both cases at the first times. Nevertheless, when using the hydrostatic reconstruction (29)-(34) the mass stops at the final time ($t = 1.7$ s), whereas it never stops if the hydrostatic reconstruction for the Coulomb friction is not taken into account (see Fig. 8b for longer times). The hydrostatic reconstruction (29)-(34) is thus a key ingredient of the well-balanced property of the scheme, since it allows to cancel the numerical diffusion (31) when the velocities are close to zero ($u = 0$ is not exactly achieved due to the regularization method). In the following, we will always use the hydrostatic reconstruction.

In Fig. 9 we show the results with and without wall friction for the monolayer and multilayer models. More difference on the shape of the final deposit simulated with the two models is observed when wall friction is considered (left column in Fig. 9). Note that introducing this friction term in the monolayer model adds a constant extra friction over the whole granular layer whereas, in multilayer models, this terms introduces a friction starting from zero at the free surface and increasing with the flow depth. This will be deeper investigated in subsection 4.3.

The ability of the model to capture the different shapes of the normal profile of the downslope velocity is shown in Fig. 10. These profiles are shown at different times at two fixed points: the center of the initial released mass ($x = 0$ m) and the summit of the second bump of the topography ($x = 0.75$ m). With the proposed multilayer model we can reproduce the Bagnold profile when the flow is accelerating as well as the S-shaped profiles corresponding to the stopping phase. We also show the profiles obtained when including side walls friction in the same way as in Jop et al. [25]. We see that the results of both models coincide. This is consistent with the remark in section 2, showing that both models match if $\text{sign}(u) = \text{sign}(\partial_x u)$. 

---

**Fig. 7.** Normalized vertical profiles of the downslope velocity ($u$) for different widths ($W_c = 117d_s$, $W_k = 425d_s$, and $W = 13176d_s$) of the channel and $\theta = 26.1^\circ$. Solid lines (respectively symbols) correspond to the simulations with no slip (respectively friction) condition at the bottom. Dashed black lines and blue crosses are the extrapolated velocities at the bottom. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)
Fig. 8. Left: representation in cartesian coordinates. Right: representation in local coordinates on the reference plane. (a) Free surface evolution during a granular collapse at different times, computed with the multilayer model, taking into account the hydrostatic reconstruction for the Coulomb friction (solid brown line) and without the hydrostatic reconstruction for the Coulomb friction (dashed blue line). (b) The free surface without taking into account the hydrostatic reconstruction at larger times. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)

Fig. 9. Free surface evolution in local coordinates at different times, computed with the multilayer model (solid brown line) and the monolayer model (dashed blue line), taking into account the side walls friction term (left hand side) and without this term (right hand side). (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)
4.3. Solutions at rest with lateral walls friction: multilayer versus monolayer

With this test we show that an appropriate vertical discretization is essential in order to properly take into account the effect of the side walls friction.

We focus on the steady solutions of system (22), that is, we assume that $u_\alpha = 0$. For the monolayer model ($N = 1$) the momentum equation in system (22) gives a solution at rest if the following condition is verified:

$$|\partial_x (\tilde{b} + b + h)| \leq \mu_s + \mu_w \frac{h}{W},$$

where $\tilde{b} = -x \tan \theta$. Let us denote by $S = b + h$ the free surface in local coordinates. Without loss of generality let us suppose that its slope is negative and $\theta \geq 0$. Then, a solution at rest is defined by $S$, solution of the following differential equation:

$$\partial_x S(x) = \tan \theta - \mu_s - \frac{\mu_w}{W} (S(x) - b(x)). \quad (41)$$

By setting the initial condition $S(x_f) = z_f$, for some constant values $x_f$ and $z_f$, the solution reads

$$S(x) = \frac{W}{\mu_w} \left(-\mu_s + \tan \theta\right) + \frac{\mu_w}{W} \left(\int_{x_f}^{x} b(s) e^{\frac{\mu_w}{W} s} ds + \left(z_f + \frac{W}{\mu_w} \left(\mu_s - \tan \theta\right)\right) e^{-\frac{\mu_w}{W} (x - x_f)}\right). \quad (42)$$

For the multilayer case, from the momentum equation in system (22) we deduce that a solution at rest is reached if

$$|g \cos \theta h \partial_x (\tilde{b} + b + h)| \leq \frac{1}{\rho l_\alpha} \left(K_{\alpha - \frac{1}{2}} - K_{\alpha + \frac{1}{2}} + M_{\alpha, W}\right) \quad \text{for } \alpha = 1, \ldots, N.$$ 

From the definition of the $K_{\alpha + \frac{1}{2}}$ and $M_{\alpha, W}$, the previous inequality reads

$$|\partial_x (\tilde{b} + b + h)| \leq \mu_s + C_\alpha \mu_w \frac{h}{W},$$

where

$$C_\alpha = 2 \left( \sum_{\beta = \alpha + 1}^{N} \frac{l_\beta + l_\alpha}{2} \right).$$
Then, the main difference between the solution at rest of a multilayer model (with \( N > 1 \)) and the monolayer model is the coefficient \( C_\alpha \) that multiplies \( \mu_w \). For the monolayer model this coefficient is 1.

As a consequence the solution (42) is not a steady solution of the multilayer model. This is because the pressure varies with depth and therefore the friction is smaller for higher layers (that move) and gets bigger for lower layers (they can eventually stop). For example, assuming an odd number of vertical layers, \( N = 2n + 1 \) and \( l_\alpha = 1/N \) for \( \alpha = 1, \ldots, N \), then \( C_\alpha = \frac{2}{N}(N - \alpha + \frac{1}{2}) \). The only value of \( \alpha \) that makes \( C_\alpha = 1 \) is for \( \alpha = n + 1 \), that is, the middle layer. The value of \( C_\alpha \) is greater than 1 for lower layers (\( \alpha < n + 1 \)), so the friction is bigger and then the material does not move. On the contrary, \( C_\alpha < 1 \) for higher layers (\( \alpha > n + 1 \)) which induces a smaller friction and the material moves. Then, in the multilayer case, the solution \( S \) defined by (42) is not a steady solution, since the upper part of the granular mass will flow.

The solution at rest of the multilayer model converges to the solution defined by the free surface

\[
S = z_f + (\tan \theta - \mu_z)(x - x_f).
\]

Let us perform a test showing that the analytical solution defined by (42) is preserved up to second order by the proposed numerical method when we consider only one layer, \( N = 1 \). On the contrary, when imposing this solution as initial condition in the multilayer model, the mass moves and the new simulated solution at rest is very different. For this test, we assume a flow with the same material and rheological properties as in the previous subsection. We consider the domain \( D = [0, 2] \times [-0.05, 0.05] \times \mathbb{R} \), and a channel width \( W = 10 \) cm. We also consider a bottom topography

\[
b(x) = 0.1 \ e^{-100(x-0.5)^2} + 0.35 e^{-100x^2},
\]

over a reference plane of angle \( \theta = 16^\circ \). As initial condition the velocities are set to zero and the initial thickness is given by \( h = S - b \), where \( S \) is defined by (42), with \( x_f = 1 \) m and \( z_f = b(x_f) \).

In this test we consider 20 layers in the multilayer model and 200 nodes in the horizontal direction. Results are shown in Fig. 11a for monolayer and multilayer solutions with side walls friction. Table 2 shows that the monolayer model keeps the steady solution to second order accuracy whereas the solution for the multilayer model evolves in time to a different deposit (Fig. 11a). We can observe that the slope of the final deposit obtained with the multilayer model is very close to \( (\tan \theta - \mu_z) \) in local coordinates, that is the slope of the solution at rest at which the multilayer model converges. The line with this slope is labeled as “Reference” in Fig. 11. Note that the slope of the computed deposit must always be lower than the slope of this reference line, given by the angle of repose of the material. Note that the difference of runout distances predicted by the monolayer and the multilayer models is close to 50% of the extension of the initial condition.

We also show that we cannot introduce the side walls friction effect by using a monolayer model, even taking a lower friction coefficient \( \mu_w/2, \mu_w/3 \), etc. The deposit widely differs from the solution obtained with the multilayer model in both, the shape and the runout. When the friction coefficient \( \mu_w/2 \) is considered, the runout are 1.67, 2.15, 2.16 m in cases (a), (b), (c) in Fig. 11 respectively, whereas by using the multilayer model the obtained runout are 1.48, 1.76, 2.1 m respectively. Note also that despite the runout is larger, the height of the material in the initial part of the column is also bigger than the obtained in the multilayer case.

Let us also remark that the bottom topography reduces the exponential shape of the free surface profile (see the influence of \( b(x) \) in (42)). Therefore, the solutions with the multilayer and monolayer model are even more different in the case of flat bottom (see Figs. 11b and 11c).

### 4.4. Laboratory experiments: dam break over rigid and erodible beds

We compare here our numerical simulation with the laboratory experiments of [34] in the case of a rigid bed (i.e. not covered by a layer of erodible particles). This configuration was not investigated in our previous work [20] due to the difficulty to deal with dry areas (\( h = 0 \)) from a numerical point of view. When numerical models cannot handle dry areas, a thin layer of material is generally added on these dry zones. We will investigate here what is the error related to such artificial thin layer. We also study the time evolution of the flow/no-flow interface with either a variable or a constant friction coefficient.

We release a granular column of height \( h = 14 \) cm and length 20 cm over an inclined plane of slope \( \theta \), confined in a channel of \( W = 10 \) cm. The granular material in the experiments is made of subspherical glass beads with the material and

### Table 2

<table>
<thead>
<tr>
<th>Nbr. points in x</th>
<th>( L^1 )-Error</th>
<th>( L^1 )-Order</th>
<th>( L^2 )-Error</th>
<th>( L^2 )-Order</th>
<th>( L^\infty )-Error</th>
<th>( L^\infty )-Order</th>
</tr>
</thead>
<tbody>
<tr>
<td>50</td>
<td>7.02 \times 10^{-3}</td>
<td></td>
<td>6.47 \times 10^{-3}</td>
<td></td>
<td>9.86 \times 10^{-3}</td>
<td></td>
</tr>
<tr>
<td>100</td>
<td>2.87 \times 10^{-3}</td>
<td>1.29</td>
<td>2.44 \times 10^{-3}</td>
<td>1.41</td>
<td>2.06 \times 10^{-3}</td>
<td>2.25</td>
</tr>
<tr>
<td>200</td>
<td>1.82 \times 10^{-3}</td>
<td>0.65</td>
<td>1.55 \times 10^{-3}</td>
<td>0.65</td>
<td>1.26 \times 10^{-3}</td>
<td>0.71</td>
</tr>
<tr>
<td>400</td>
<td>1.06 \times 10^{-4}</td>
<td>4.09</td>
<td>1.02 \times 10^{-4}</td>
<td>3.92</td>
<td>2.06 \times 10^{-4}</td>
<td>2.61</td>
</tr>
<tr>
<td>800</td>
<td>3.08 \times 10^{-5}</td>
<td>1.79</td>
<td>2.67 \times 10^{-5}</td>
<td>1.94</td>
<td>4.65 \times 10^{-5}</td>
<td>2.15</td>
</tr>
<tr>
<td>1600</td>
<td>8.01 \times 10^{-6}</td>
<td>1.95</td>
<td>6.86 \times 10^{-6}</td>
<td>1.96</td>
<td>1.13 \times 10^{-5}</td>
<td>2.03</td>
</tr>
</tbody>
</table>
(a) $\theta = 16^\circ$, $b(x) = 0.1 e^{-100(x-0.5)^2} + 0.35 e^{-100x^2}$

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure11}
\caption{Left column: evolution in time of the thickness profile for monolayer (dot-dashed blue line) and multilayer (solid brown line) models with the side walls friction term. Right column: deposit obtained with the monolayer and the multilayer models. Solid black lines (solid red lines) represent the deposit with the monolayer model taking a lower side walls friction coefficient $\mu_s/2 (\mu_s/3)$. As a reference of the theoretical solution for the multilayer model, we plot a line (point-solid gold line) whose slope is $(\tan \theta - \mu_s)$ in local coordinates. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)}
\end{figure}

rheological properties described in previous section 4.2. For the numerical simulation, we use 20 layers in the multilayer model.

In this test the friction with the lateral walls is modelled as in our previous work by adding 0.1 to the friction coefficient $\mu_s$ [20]. As discussed in [20], hydrostatic models are not able to reproduce the first instants of the granular collapse due to the strong effect of non-hydrostatic pressure. Indeed hydrostatic models spread much faster than experiments at the beginning [35]. As a result, side walls friction is not well approximated in such models because the flowing layer is overestimated during the first instants. Despite this limitation, we compare our simulation with laboratory experiments with and without taking into account the extra friction term on the lateral walls.
Figs. 12, 13 and 14 show the results with and without adding the side walls friction term for different slopes of the inclined plane, $\theta = 0^\circ$, $16^\circ$, $19^\circ$, $22^\circ$. We see that the new term increases the effective friction, and then the approximation of the free surface improves at short times, while the runout in the final deposit decreases. The comparisons only make sense at final times as consequence of the hydrostatic assumption. As the slope $\theta$ increases, the flow gets thinner and the downslope velocity gets higher compared to the velocity normal to the bottom. As a result, the hydrostatic approximation (i.e. shallow flow approximation) is more correct for higher slopes. Indeed, we can see that the time evolution of the free surface is close to the one obtained with the complete visco-plastic model of Martin et al. [38] where non-hydrostatic pressure is taken into account (represented by gold squares in Fig. 14a). One of our objective here is to show that multilayer models can be a powerful tool to approximate the flow/no-flow interface position. In order to compute this interface we consider a threshold for flow, i.e. the material is assumed to flow if the velocity is higher than $1 \text{ cm s}^{-1}$. 

Fig. 12. Thickness of the granular mass as a function of the position along the slope in the laboratory experiments (solid-circle blue line), with the $\mu(I)$-multilayer model (solid green line), and the model adding the side walls friction term ($\mu(I) - \mu_w$-multilayer, solid red line), for a slope (a) $\theta = 0^\circ$, (b) $\theta = 16^\circ$ in the rigid bed case (without an erodible bed over the slope). Thin dashed lines are the flow/no-flow interfaces. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)
Figs. 15 and 16 show the distribution of the horizontal and vertical velocities, and the variable friction coefficient computed with the $\mu(I)$-multilayer and the $\mu(I) - \mu_w$-multilayer model for the slopes $\theta = 0^\circ$ and $\theta = 16^\circ$ at an intermediate time. We see that the absolute value of the velocities (horizontal and vertical) computed with the $\mu(I) - \mu_w$ multilayer model is lower close to the bottom due to the fact that the new friction term is greater there. This difference is more clear in Fig. 16, corresponding to a non flat bottom. In both cases, we see that the variable friction coefficient is greater close to the front since the strain rates are also greater and the pressure is small leading to high inertial number too. Note that this friction coefficient is quite similar with both models in Figs. 15 and 16. In particular, this means that the difference between the velocities for the two models is due to the lateral friction term in the $\mu(I) - \mu_w$-multilayer model.

Dealing with a rigid bed involving wet/dry fronts is usually hard numerically. Therefore, a thin layer of material is sometimes added on the rigid bed to get rid from numerical issues while expecting to get similar result to the case of true rigid bed. To quantify the error related to this artificial layer, we simulate here the collapse over a thin layer of material of thickness $h_I$ of a mass with initial thickness:

$$h(x, 0) = \begin{cases} 14 \text{ cm} & \text{if } x \leq 0; \\ h_i & \text{otherwise}, \end{cases}$$

with $h_i = 0, 0.014, 0.14, 1.4, 4.6$ mm.

Fig. 17 shows the collapsing mass profiles and the deposits simulated for a slope $\theta = 22^\circ$. We see that, when the layer is thin enough ($h_I = 0.014$ mm), the simulated mass profiles and deposit are similar to the case when $h_i = 0$ (true rigid bed). Slight differences appear at $h_i = 0.14$ mm and get stronger for larger thicknesses ($h_i = 1.4$ mm). In this case, we observe an increase of the runout distance and a different shape of the deposit, in particular near the front as shown in inset zooms in Fig. 17 at intermediates times. Note that $h_i = 0.14$ mm represents about 0.1% of the thickness of the initial granular column.

Fig. 18 shows the evolution of the flow/no-flow interface $b(x, t)$ for the granular collapse over a slope $\theta = 22^\circ$ at $x = 20$ and $x = 60$ cm for flow over a rigid bed (left column) and over an erodible bed of thickness $h_i = 4.6$ mm (right column). The simulations are performed using the multilayer model (with 50 layers) with a variable friction coefficient $\mu(I)$ or a constant coefficient $\mu_s$, and adding or not the side walls friction term.

When the variable friction coefficient $\mu(I)$ is used (with and without the friction term at lateral walls) to simulate granular collapse over a rigid bed, the flow/no-flow interface goes from the bottom to the top of the granular layer until the whole thickness stops. For granular collapse over erodible bed, the flow/no-flow interface penetrates into the erodible bed very rapidly (i.e. erosion of the granular bed), stays at the bottom for a while (i.e. the whole thickness is flowing) and then goes up to the free surface. This qualitative behaviour is very similar to what is observed in experiments (see e.g. [34,31]). Adding walls friction with the $\mu(I)$ rheology makes the flow/no-flow interfaces go up earlier and change the shape of its time evolution up to the free surface. With a constant friction coefficient $\mu_s$, and no wall effects for flows over a rigid bed, the mass moves all over the depth until all the granular thickness suddenly stops, contrary to what is observed experimentally. When adding walls friction, the flow/no-flow interface propagates from the bottom to the top due to increasing friction with depth. For flows over erodible bed with $\mu_s$, the flow/no-flow interface penetrates into the
Fig. 14. Thickness of the granular mass as a function of the position along the slope in the laboratory experiments (solid-circle blue line), with the \( \mu(I) \)-multilayer model (solid green line), and the model adding the side walls friction term (\( \mu(I) - \mu_w \)-multilayer, solid red line), for a slope \( \theta = 22^\circ \) (a) in the rigid bed case, (b) with an erodible bed \( h_i = 4.6 \) mm. Thin dashed lines are the flow/no-flow interfaces and gold squares are the simulations of Martin et al. [38], corresponding to \( t = 0.32, 0.96, 1.76 \) s, based on a complete visco-plastic model (i.e. without the shallow approximation). (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)

erodible layer as rapidly as with \( \mu(I) \) but then, again, goes abruptly up to the free surface. Adding walls friction in this case drastically change the flow/no-flow behaviour that get closer to the results obtained with \( \mu(I) \).

Lusso et al. [31] investigated the evolution of the flow/no-flow interface \( b(t) \) through a simplified model which takes into account the variation in the direction normal to the topography but not in the downslope direction. They compare their results to what was measured experimentally in the well-developed shallow flow following granular collapse over a channel of width \( W = 20 \) cm and slope \( \theta = 22^\circ \) covered by a static layer of thickness \( h_i = 5 \) mm. The configuration and material properties of these experiments are the same as those exposed previously. They compared the position of the flow/no-flow interface at \( x = 90 \) cm with analytical and numerical solution of the non depth-averaged shallow equations for uniform flow in the downslope direction. The parameter and initial condition of the test are:
\[ \mu_s = \tan(26^\circ), \quad \mu_2 = \tan(28^\circ), \quad d_s = 0.7 \text{ mm}, \quad \varphi = 0.62, \quad I_0 = 0.279, \]
\[ h_0 = h(t = 0, x) = 2 \text{ cm}, \quad b_0 = b(t = 0, x) = 5 \text{ mm}. \]

The linear initial profile of velocity is assumed in the moving layer \((b_0 < z < h_0)\):

\[ u(t = 0, z) = 70 \left( z - b_0 \right) \text{ m/s} \quad \text{if } z > b_0; \quad u(t = 0, z) = 0 \text{ m/s} \quad \text{if } z < b_0. \]

This test is simulated here. In order to improve the precision 100 vertical layers are used. Fig. 19 shows the evolution of the flow/no-flow interface \(b(t)\) computed with the variable coefficient of friction \(\mu(I)\) and the constant coefficient \(\mu_s\), including or not the side walls friction term. We see that our result without lateral wall friction agrees almost perfectly with the ones presented in Lusso et al. [31] (see cases \(v = 0\) and \(v = v(Z)\) in figure 16 in [31]). By using the friction constant coefficient the profile flow/no-flow interface evolution in time is a straight line, whereas the convex shaped profile observed in experiments is reproduced for the variable friction \(\mu(I)\). Based on these results, Lusso et al. [31] suggested that for uniform flows erosion (i.e. penetration within the erodible layer) can only be obtained for a variable friction coefficient (called viscosity in their paper) and not for a constant friction coefficient \(\mu_s\). In the case of granular collapse presented above, erosion is also obtained with \(\mu_s\), certainly due to the non-uniformity of the flow and in particular to downslope pressure gradients (see section 5 in [31]).

5. Conclusions

This work provides two main contributions. First, we have introduced a 2D-model that takes into account side walls effect through the viscous term \(\partial_y (\eta \partial_y u)\) and a Coulomb-type boundary condition. This model follows from a dimensional analysis of Navier–Stokes equations and the hypothesis of a one-dimensional flow, that is, no transversal velocity \((v = 0)\). We have also shown that this model matches with the one proposed in [25] under some specific assumptions, which, in
particular, are verified for uniform flows. In section 4.1 we show that both, Bagnold and S-shaped vertical profiles of velocity can be automatically recovered by using the multilayer approach. This is not possible for the models proposed by Gray & Edwards [22], Edwards & Gray [18] and Baker et al. [7] because of the prescribed Bagnold profile neither for the model proposed by Capart et al. [11], which only deals with S-shaped profiles. We also quantified the influence of the lateral friction term on the shape of the normal profiles of the downslope velocity and on the maximum velocity as a function of the channel width \( W \). In particular we were able to calculate what is the minimum channel width for which the granular mass flows over its all thickness, the minimum width for which a Bagnold profile is obtained instead of a S-shaped profile and the minimum width required to obtain a velocity profile independent of the channel width. This analysis may be helpful when designing and analysing laboratory experiments.

Secondly, a multilayer discretization for this model is proposed. We present a numerical scheme with an appropriate treatment of the rheological terms in order to obtain a well-balanced scheme. To this aim, we use a hydrostatic reconstruction taking into account the friction term. In section 4.2 we show that this hydrostatic reconstruction gives the well-balanced property of the scheme.

Our simulations show that important differences in the final deposit are obtained whether the side walls friction term is approached by a multilayer or by a single-layer model. This is proved in section 4.3, where the monolayer model is able to preserve with second order accuracy steady solution quite different of the ones computed when a vertical discretization is considered. We conclude that including the side walls friction term using single-layer models is not appropriate, since they preserve non-physical solution due to the overestimation of the lateral friction term obtained because of the depth-average hypothesis. It cannot be solve by using a lower friction coefficient \( \mu_w/2, \mu_w/3 \), etc. since the obtained profiles show important differences with the expected ones, for example in the shape, runout and initial height.
Fig. 17. Deposit obtained in the laboratory experiments (solid-circle blue line), with the $\mu(l)$-multilayer model, for a slope $\theta = 22^\circ$ at different times and for thicknesses of the thin layer $h_i = 0.014$ mm (gold points), 0.14 mm (dashed brown line), 1.4 mm (dot-dashed magenta line) and 4.6 mm (dotted-cross black line). The solid green line is rigid bed case. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)

(Left) $h_i = 0$ mm

(Right) $h_i = 4.6$ mm

Fig. 18. Time evolution of the flow/no-flow interface computed for the granular collapse ($W = 10$ cm) over a slope $\theta = 22^\circ$, covered by a layer of thickness $h_i = 0$ mm (left column) and $h_i = 4.6$ mm (right column) of the same material, at $x = 20, 60$ cm. The solid green (green symbols) lines represent the simulations by using the variable friction coefficient $\mu(l)$ (constant coefficient $\mu_s$) without adding the side walls contribution. The solid red (red symbols) lines represent the simulations with the variable friction coefficient $\mu(l)$ (constant coefficient $\mu_s$) adding the side walls friction term. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)
Finally, we compared our simulation with laboratory data [34] of granular collapse over a rigid bed showing the ability of multilayer models to approximate the flow/no-flow interface. However, the approximation of the lateral walls friction is not good enough and we still need to add 0.1 to the friction coefficient. Two interesting conclusions can be drawn from our analysis. Firstly, for the dam break problem, similar results can be obtained when a very thin layer of material (about 0.1% of the initial height of the dam) is added to the rigid bed instead of having a true rigid bed. Secondly, considering a no-slip condition or a friction condition at the bottom in the multilayer approach reduces to multiply by a factor 2 the inertial number in the variable friction coefficient $\mu(I)$ at the bottom. We showed that the convex shape of the time evolution of the flow/no-flow interface is reproduced only with a variable friction coefficient and not with a constant friction coefficient, in agreement with [31]. Our results on granular collapses show that erosion of an underlying erodible bed can occur with both constant and variable friction coefficient which is not the case for uniform flows [31]. This is the result of pressure gradients in the downslope direction.

In conclusion, shallow multilayer models appear to be a very interesting alternative to shallow depth-averaged models by making it possible to describe changes of the velocity profiles, lateral wall effects and erosion processes with still reasonable computational cost.
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