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Abstract Using the unique data sets provided by satellite observations, correlated temporal variations
in gravity and magnetic fields over a large area extending from the Atlantic to the Indian Ocean have been
recently reported. On a timescale of few years to a decade, both field variations may be linked to changes
at the top of the core. Here we propose that in addition to the topography generated by the convection in
the mantle, the core-mantle boundary (CMB) may be in a dynamic equilibrium state, mainly controlled by
a dissolution-crystallization process of the mantle silicate rocks in the liquid alloy of the core. Due to the
resulting continuous changes in CMB topography, anomalies of hundreds of nGal and tens of nT yr−2 might
be produced by the corresponding mass redistribution and the secondary flow generated by the associated
pressure field. Numerical modeling and both gravimetric and magnetic anomaly magnitudes suggest a rate
of centimeters per year and a large range of length scales for the changes in the topography at the CMB.

1. Introduction

Our understanding of the Earth’s deep interior is still struggling with fundamental uncertainty on the pro-
cesses taking place at the core-mantle boundary (CMB). One way to get information from them is to recover
flows at the top of the core that vary on a decadal timescale, using the geomagnetic secular variation. More
challenging is to investigate the ability of these flows to be linked with density variations, and thus decadal
gravity variations. Dumberry [2010] investigated the gravity changes from core flows, concluding that they are
small but at the threshold of detectability in high-precision gravity measurements from space. This conclu-
sion opens the path to new studies investigating correlated variations in gravity and magnetic fields, which
would be a signature of core fluid motions.

Recently, a wealth of new high-resolution high-accuracy data have been obtained from several near-Earth
satellites dedicated to describe the structure and the evolution of geopotential fields. Both gravity field inten-
sity g(t) and magnetic field

−→
B (t) show a wide range of temporal and spatial variations, and their description

has required new models by means of expansions in spherical harmonics [e.g., Bruinsma et al., 2010; Lesur
et al., 2008; Olsen et al., 2010, 2014]. Based on these gravity and geomagnetic models, Mandea et al. [2012]
found a correlation between g and d2−→B ∕dt2 in some parts of the Earth’s surface. Taking this correlation as
granted and the removal of the effects of sources in the fluid envelopes as successful, a question is left: what
can be the common source of the remaining variations of g and d2−→B ∕dt2 with time constants of some 10
years, amplitudes of the order of 1 μGal for g, and some tens of nT yr−2 for d2−→B ∕dt2?

To our knowledge, no mechanism has been proposed to explain such a correlation, at the scales considered
in this study. Let us note that Stevenson [2012] discusses on the fluctuating gravity of the Earth’s core, under-
lining that the nature of its dynamics is not yet well understood. Nevertheless, some investigations have been
started. Hinderer et al. [1987] call for a kinematic pressure at the CMB, linked to the flow at the top of the core
to explain the changes in the inertia momentum of the mantle. Mandea et al. [2012] indicate that the surface
core flow – an expression of the geomagnetic secular variation – can contribute to the gravity field varia-
tions in two ways: by advection of the density heterogeneity and corresponding mass transfer or through
the dynamic overpressure (associated with the flow), which deforms the overlaying elastic mantle generating
a gravity anomaly (computed through a Love number formalism). But, it appeared that such a flow gener-
ated by the geodynamo mechanism and invoked to explain the deformation of the CMB is not large enough
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to explain the observations. Alternatively, a geomorphic approach can be invoked. Indeed, superimposed to
the large-scale dynamical topography caused by mantle convection, a dissolution-crystallization process may
continuously reshape the topography of the CMB [Narteau et al., 2001; Le Mouël et al., 2005]. Such a physic-
ochemical interaction between the mantle and core may lead to simultaneous gravimetric and magnetic
signals through the redistribution of mass and the related flow at the top of the core. The aim of this study
is to test this hypothesis, and, as an extension of this hypothesis, to quantify the rate of change in the CMB
topography which could explain the observed gravimetric and magnetic signals.

The remainder of this paper is organized as follows. Section 2 describes the present-day knowledge
on the gravity and magnetic field variations. The evolving topography of the CMB produced by the
dissolution-crystallization process and the relevant time constants are discussed in section 3. Section 4 con-
tains a discussion of the magnitudes of the gravimetric and magnetic signals generated by such a geomorphic
process at the top of the core. The last section gives some final conclusions and directions for future work.

2. Satellite Measurements of Geopotential Fields
2.1. Satellite Observations of the Gravity Field
Since 2000, a significant improvement in measuring the gravity field from space can be highlighted, first
with the CHAMP (Challenging Minisatellite Payload, 2000–2010) mission, but essentially with GRACE (Gravity
Recovery and Climate Experiment from 2002) and Gravity Field and Steady-State Ocean Circulation Explorer,
2009–2013 satellite missions. Launched in 2002 and planned to last 5 years, the GRACE mission is still flying
and providing the science community with measurements that reach an unprecedented precision at large to
medium spatial scales. It provides the first description of the gravity field as a function of time with a global
coverage, reaching a spatial resolution around 400 km [Tapley et al., 2004]. Consequently, gravity models have
been built and made available on a monthly or even 10 day interval basis, now up to spherical harmonic
degree 80 [Bruinsma et al., 2010]; short timescale variations of the gravity field have then been known for more
than a decade. Aside from the tidal signals, most of these variations are attributed to the global water cycle
between the oceans, the atmosphere, the cryosphere, and the continental hydrological reservoirs. Neverthe-
less, after these contributions are estimated and removed (at different stages in the data analysis process),
solid Earth dynamics signals are left, such as those arising from large earthquakes and postglacial rebound; at
larger spatial scales, decadal to subdecadal variations in Earth’s gravity may find their source in the fluid core
[Mandea et al., 2012].

2.2. Satellite Observations of the Magnetic Field
A flourishing era for observing the Earth’s magnetic field from space has started with the launch of Ørsted
satellite in 1999, followed by CHAMP and SAC-C (Scientific Application Satellite-C) (2000–2013). CHAMP satel-
lite has brought high-quality magnetic data thanks to its orbital characteristics and its highly precise payload
elements. It has provided measurements over all its lifetime, allowing models of the core magnetic field (

−→
B ),

its secular variation (d
−→
B ∕dt), and secular acceleration (d2−→B ∕dt2) to be computed down to length scales of

some 1000 km at the Earth’s surface.

Geomagnetic field models such as CHAOS (CHAMP, Ørsted and SAC-C model of Earth’s magnetic field) [Olsen
et al., 2010, 2014] or GFZ Reference Internal Magnetic Model (GRIMM) [Lesur et al., 2008, 2010] series have
dramatically improved the Earth’s magnetic field description. For example, the last version of CHAOS model,
based on data from the satellites Ørsted, CHAMP, and SAC-C, together with magnetic observatory monthly
means, describes the Earth’s magnetic field up to degree 85 for the internal field at a given time, and up to
degree 16 for the time-varying core field. Simultaneously, a series of GRIMM models have been derived from
the CHAMP satellite data and observatory hourly means. The GRIMM-3 model of this series describes the
geomagnetic field up to degree 30 for the main field, and degree 18 for the secular variation and the secular
acceleration. It is important to note that changes in the trend of the secular variation of the geomagnetic field
appear during the mission lifetime [Mandea et al., 2010].

2.3. Flow at the Top of the Core
Assuming that there are detectable variations in both gravity and magnetic fields due to sources in the core,
and more specifically at the core surface, it is appealing to question whether there are some correlations
between them over the time span covered by both GRACE and CHAMP missions.

For that, we summarize the analysis by Mandea et al. [2012], based on the 8 years of the space missions
recalled just before. One of the main difficulties is to extract from the data the (smaller) signals which would be
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Figure 1. Common variability mode for the gravity and the magnetic time series in a portion of the Earth’s surface. This mode is modeled as a space-time
function f (t) × s(𝜃, 𝜙) for each field: (a) dimensionalized time variation f (t) of the gravity anomaly (red) and the secular acceleration of the vertical downward
geomagnetic field component (blue); (b) nondimensionalized spatial variation s(𝜃, 𝜙) associated to the mode, for the (left) gravity anomaly and the (right) secular
acceleration of the vertical downward geomagnetic field component. The white squares show the studied area. See Mandea et al. [2012] for more details.

attributed to the fluid core; the contributions from the lithosphere, ionosphere, and magnetosphere sources
need to be filtered out from the measured magnetic field. Similarly, as said earlier, the separation of the
individual components of the gravity data in the total signal is to be performed; contributions from the water
cycle have first to be filtered out to detect possible mass redistribution by sources in the outer core.

After these data-filtering procedures, we can envision that changes in the gravity field might correlate with
changes in the magnetic field. Performing a correlation analysis between gravity and magnetic gridded series,
Mandea et al. [2012] show that under a region from the Atlantic to the Indian Ocean, interannual changes
in the magnetic field are similar to changes in the gravity field. This conclusion has been founded on the
analysis of GRACE-based and CHAMP-based data. To support the significance of the correlation, Mandea et al.
[2012] have considered a Student’s t statistical test and determined for which pair of magnetic and gravity
time series the correlation is significant at the 95% confidence level. Moreover, a singular value decomposition
analysis for both time series shows a comparable temporal behavior and similarities in the spatial patterns
for the geomagnetic and gravity data. Figure 1 shows these temporal and spatial variations of the part of
the gravity and magnetic fields interpreted as originating in the core after minimizing the contributions from
surface and external sources. The figure displays large-scale magnetic and gravity fluctuation modes at the
decadal timescale in a wide region beneath Africa. From the time variations of the core magnetic field, one can
compute a flow at the CMB based on the well-known hypothesis of frozen flux and geostrophic flow. Then,
the circulation appears to be particularly strong beneath the area framed in Figure 1b. But we will consider
that the flow at the CMB is the sum of a flow which is the surface expression of the body motion generating
the dynamo field, and of an independent flow that we will discuss in the following.

Independent from the dynamo flow, flows circulating in the uppermost outer core interesting a layer of thick-
ness small compared to the core radius have already been envisioned [e.g., Braginsky, 1984; Braginsky and
Le Mouël, 1993; Jault and Le Mouël, 1993]. More generally, various layers, more or less thick, exist or have
been supposed to exist at the top of the core, from the viscous Ekman layer of theoretical thickness of the
order of

√
𝜈∕Ω (≈ 10−2 m for a kinematic velocity 𝜈 = 10−6 m2 s−1 and Earth’s spinΩ = 7×10−5 rad s−1) to the

Braginsky’s light ocean (or H layer, H ≈ 80 km) and a seismic low-velocity zone of approximately 30–300 km
thick due to compositional convection [Garnero et al., 1993a; Tanaka, 2007; Helffrich and Kaneshima, 2010;
Buffett and Seagle, 2010]. These layers are commonly associated with stratification since they are all character-
ized by heterogeneities in density with vertical dimensions much shorter than their horizontal length scales.
But stratified layers do not prevent flow fields. Lloyd and Gubbins [1990] argued that if the top of the core
were stably stratified, the corresponding flow would be toroidal. However, Jault and Le Mouël [1991] showed
that this flow can be tangentially geostrophic (which requires the Lorentz forces to be negligible), with a
poloidal component.
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Here we consider a layer which is the seat of a flow generated by pressure change at the CMB. Indepen-
dent from the dynamo main flow, this flow is driven by the dynamic evolution of a component of the
CMB topography.

3. The Dynamic CMB Topography From a Dissolution-Crystallization Model

In presence of a transport mechanism, the morphology of solid-fluid interfaces is known to be strongly
affected by physicochemical processes. For example, at a global scale, it is well established that weathering
and bedrock-to-soil conversion have a central role in the evolution of terrestrial landscapes [Gilbert, 1877;
Ahnert, 1987; Heimsath et al., 1997]. In these cases, as in many others, molecular diffusion is the leading gov-
erning transport mechanism, which controls the soil production rates at the microscopic length scale. Inspired
by these small-scale surface processes and their impact on landscape dynamics, Narteau et al. [2001] devel-
oped a numerical model of a dissolution-crystallization mechanism acting on the morphology of the CMB, a
major terrestrial interface between the dense liquid alloy of the outer core and the solid crystalline silicate of
the mantle.

3.1. Infiltration, Dissolution, and Crystallization at the Base of the Mantle
The model discussed below relies on the idea that the liquid iron of the outer core can corrode the over-
lying mantle material as the hot unsaturated liquid alloy migrates upward by capillarity and preferentially
penetrates and dissolves grain boundaries of the silicate rocks [Poirier and Le Mouël, 1992]. According to this
mechanism, the order of magnitude of the height reached by the fluid is given by the surface tension differ-
ence (≈ 0.8 J m−2) divided by the fluid density (≈104 kg m−3) times gravitational acceleration (≈ 10 m s−2) and
channel width. Following Otsuka and Karato [2012], the channels containing the liquid are of the order of a
few microns thick, or thinner. Then, a typical height estimate of few meters may be retained.

Concerning the dissolution mechanism itself, Poirier and Le Mouël [1992] do suppose that individual grains can
disintegrate. Indeed, there is observational evidence of infiltration of liquid core in grain boundaries of silicate
and oxide minerals [e.g., Poirier et al., 1998] and of enrichment of iron in the dissolved oxygen, which means
destruction of the oxygen framework of the crystals. When this oxygen framework is destroyed, the whole
structure falls apart and it can be said that the mineral is dissolved. We can use an analogy, however partial,
with the weathering of granite: water infiltrates between the grains and progressively disintegrates the rock.
Coming back to the CMB, Poirier and Le Mouël [1992] then considered that individual grains could be dissolved
into iron liquid, which implicitly assumed that all the rock-forming elements are evenly dissolved. Recent
high-pressure experiments, however, demonstrated preferential dissolution for silicon, oxygen, and iron and
very limited dissolution for magnesium, from the mantle minerals (i.e., magnesium-rich silicate perovskite and
ferropericlase) into the core liquids [Takafuji et al., 2005; Ozawa et al., 2009]. This indicates that any individual
mineral is not dissolved into the core, but some elements such as Si and O are preferentially extracted from
the minerals, i.e., partitioning of the elements between the mantle and core [Ozawa et al., 2009]. This process
may eventually corrode the lower mantle surface because the extraction of those elements may destroy the
mineral structure. As such, the dissolution of the elements from the lower mantle and subsequent crystalliza-
tion would modify the geometry of the core-mantle interface. Note that which mineral is dissolved is not so
important; they are all silicates and oxides, with a framework of oxygen atoms.

A second point needs consideration: the role of compaction. Sintering is controlled by self-diffusion in solid
minerals. It is a slow process, much slower than infiltration. Following Poirier and Le Mouël [1992], the time
th required for the liquid to reach a height h was estimated as 6.9 × 10−3 h2∕D, where D is the coefficient of
diffusion of oxygen in liquid iron. For h = 1 m and D = 3 × 10−9 m2 s−1, it gives a timescale of approximately
26 days. It is not adventurous to think that the time constants of compaction are much larger so that it does
not impede infiltration and dissolution of the mantle minerals.

Other researchers have dealt with the infiltration of liquid core into the mantle [e.g., Kanda and Stevenson,
2006; Otsuka and Karato, 2012]. The objective of Kanda and Stevenson [2006] was to explore the possibility of
maintaining a conducting layer at the base of the mantle, which could couple the outer core and the mantle
through Lorentz torques. They propose a suction mechanism that maintains a porous medium with a thick-
ness of 1 km above the CMB in which the interconnected pore space is partly or entirely filled with liquid iron;
infiltration of liquid core occurs by percolation. The so-obtained mantle side-conducting layer would be stable
for periods similar to mantle convection times or longer. This mechanism allows much more liquid iron infil-
tration into the lower mantle compared to capillarity action. Nevertheless, in regard to the objectives aimed
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Table 1. Physical and Model Parameters Used in the Cellular Automaton Model of the CMBa

Units Value

Physical Parameters

d Grain size m 10−2

D Diffusion coefficient m2 s−1 3 × 10−9

𝜌m Mantle density kg m−3 5.6 × 103

𝜌c Outer core density kg m−3 104

𝜌s Saturated fluid density kg m−3 8.4 × 103

Model Parameters

H System height l0 800

L System length l0 2 × 104

ΛC Transition rate for crystallization 1∕t0 1

ΛL Transition rate for dissolution 1∕t0 1

ΛT Transition rate for transport 1∕t0 3

a Vertical transport anisotropy ∅ 5 × 10−2

n Saturation ratio ∅ 3

Model Units

l0 Elementary length scale m l0
t0 Elementary timescale s Λ̃Tl20∕D

a{l0, t0} are the length scale and timescale of the model. Transition rates for dissolution, crystallization, and diffusion
are chosen close to one with ΛL = ΛC < ΛT . All expressed in units of 1∕t0; only their relative values are of significance. a
is a constant to take into account gravity in the transport mechanism (see Figure 2). We also take n = (𝜌c −𝜌m)∕((𝜌c −𝜌s).

at by the authors, the layer obtained by using the suction model does not cover the entire CMB and may be
too thin to yield high enough conductance.

Otsuka and Karato [2012] consider the deep infiltration of molten iron into the mantle to explain the low seis-
mic wave velocities and high electrical conductivity at the base of the mantle. Contacts of (Mg, Fe)O minerals
with liquid iron could generate morphological instabilities and cause the formation of blobs of iron-rich liq-
uid. Transcrystalline melt migration is then an efficient mechanism of chemical transport, which could explain
fluid migration over tens of kilometers away from the CMB. Incidentally, Otsuka and Karato [2012] estimate
that the extent of iron penetration by the suction mechanism of Kanda and Stevenson [2006] would be less
than a meter, too small to cause any appreciable effect. Comparing the outputs of the above mechanisms with
the one of an infiltration-dissolution-crystallization model, it might be argued that we invoke a small effect
and ignore larger ones. But it fits the mechanism of building a metric relief at the CMB that we consider in the
present paper (see comment at the end of the conclusion).

3.2. A Discrete Model for Dissolution-Crystallization of the CMB
The model used is a cellular automaton generated by Real-Space Cellular Automaton Laboratory (ReSCAL), a
free software under GNU general public license [Rozier and Narteau, 2014]. Cellular automata are systems that
iteratively evolve on a grid according to local interaction rules. Here our model consists of a regular square
lattice of cells encoding the local state of the physical environment under consideration. At the elementary
length scale of the lattice, each cell has a characteristic length l0 (Table 1). As shown in Figure 2, we consider
three states: the solid state corresponds to the silicate material of the mantle and the two liquid states repre-
sent, respectively, the saturated and unsaturated iron alloy in the outer core. Dissolution, crystallization, and
diffusive transport are then simulated using three independent sets of doublet transitions and three transi-
tion rates {ΛL, ΛC, ΛT}. These transition rates translate into the model the characteristic timescales of the
underlying physical/chemical processes. They are all expressed in units of 1∕t0, where t0 is the characteris-
tic timescale of the model (see below). The iteration scheme behaves like a dynamical system: its evolution
is entirely defined as a stationary process based only on the knowledge of the present cellular space and
the transition rate values [Narteau et al., 2001; Narteau, 2007]. Practically, this scheme can be regarded as a
generalized Poisson process or a specific type of continuous-time Markov process.

The model parameter values are set according to three physical constraints. First, the typical grain size d of
the silicate minerals give the elementary length scale l0 of the square lattice. Second, the molecular diffusion
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Figure 2. A cellular automaton model of the dynamic topography of the CMB. At the elementary scale l0 of the model,
three states are used to represent the solid silicate of the mantle (black cells), the saturated liquid iron alloy of the outer
core (white cells), and the unsaturated liquid iron alloy of the outer core (red cell). One cell of mantle saturates n cells of
core fluid in light elements. Transitions for dissolution, crystallization, and diffusion (transport) are represented by a set
of doublet transitions. These transitions ensure conservation of mass. a> 0 is a constant that introduces the effect of
gravity into the transport mechanism. The horizontal transition rate for diffusion is equal to ΛT. Here we only show the
transitions along a given direction in 2-D. In 3-D, there are six times more transitions (i.e., three orientations of doublets
and for each of them two symmetric doublets when the states of the cells are interchanged). All transition rates
{ΛL, ΛC, ΛT} are expressed in units of 1∕t0, where t0 is the characteristic timescale of the model (see Table 1).

coefficient D of the light element in the unsaturated liquid alloy determines the characteristic timescale of the
model using the relation

t0 =
Λ̃T l2

0

D
, (1)

where Λ̃T is the dimensionless ΛT value (i.e., D = Λ̃T l2
0 t−1

0 ). Third, the density ratios between the different
states under consideration give the number n of unsaturated liquid cells that reach saturation when a silicate
cell of the mantle is dissolved. The usual parametrization of the model and the physical parameter values are
presented in more details in Table 1. All the numerical results reported below are expressed in units of {l0, t0}
using d = l0 = 1 cm, D = 3 × 10−9 m2 s−1, and ΛT t0 = 3. We have then t0 = 105 s = 3.2 × 10−3 years.

Figure 3a shows a realization of a 2-D model starting from a flat interface between the solid silicate rocks and
the liquid iron alloy. This example indicates that coupled with a diffusive transport mechanism, dissolution
and crystallization processes operating at a microscopic scale may generate a topography with a wide range
of wavelengths (see below for a discussion of Figure 3).

Figure 3. Characterization and localization of the CMB in the cellular automaton model. (a) Vertical section of a cellular
automaton model with a length L of 2 × 104 cells and a height of 800 cells. Red, white, and black cells are for
nonsaturated liquid iron, saturated liquid iron, and solid silicate, respectively. Note the irregular undulations of the
interface between the solid silicate of the mantle and the liquid iron of the core. (b) A zoom on a vertical section of
400 × 250 cells. Solid cells of the solid-liquid interface are shown in green. (c) The solid cells composing the solid-liquid
interface (i.e., all cells which are part of the giant cluster of solid cells and in contact with the giant cluster of liquid iron
cells). (d) The fractal dimension of the solid-liquid interface using a box-counting method [Pfeifer and Obert, 1989].
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Figure 4. Evolution of the amplitude of the CMB relief in the
cellular automaton model. Starting from a flat interface with
a length L of 2 × 104 cells, the thickness of the CMB relief
increases until it reaches a steady state amplitude: ΛTt0 = 3
(blue); ΛTt0 = 30 (red) (see Table 1 for other parameter
values). The solid red line is a power law with a slope of 1/5.
The black dashed line indicates the steady state amplitude
of 42 l0 that scales with the horizontal length of the cellular
space (Figure 5). Higher diffusion rates reduce the
characteristic timescale of the dynamic topography.

3.3. The CMB as a Gradient Percolation Frontier
In this section, we analyze the morphology of
the solid-liquid interface to show that the cellular
automaton model presented above belongs to the
universality class of gradient percolation [Sapoval
et al., 1985]. Based on the concept of diffusion
front [Gouyet and Rosso, 2005], the gradient per-
colation theory provides a complete framework to
explain the spontaneous emergence of a random
interface with a fractal geometry. This theory can
be used to describe a large set of dynamical sys-
tems related to diffusion or corrosion processes
(see references 25–41 in Gouyet and Rosso [2005]).
This is particularly true in 2-D because the outputs
of dynamical systems may be directly compared to
exact analytical solutions.

To describe the most important features of the gra-
dient percolation theory in 2-D, let us consider a
rectangular regular lattice of cells for which the per-

colation parameter, i.e., the probability for a site to be occupied, increases linearly from 0 to 1 from the
bottom (𝜉=−N) to the top (𝜉=N). Thus, all cells of the upper boundary are occupied, while those of
the lower boundary are vacant. Overall, the gradient naturally creates two giant clusters of connected occu-
pied cells at the top and connected vacant cells at the bottom. Each cluster may include smaller clusters
of the other type of cells in such a way that a given cell is either connected to its giant cluster or part
of an island within the giant cluster of the other type. Most important for our present purpose, the two
clusters are in contact with one another and there is a unique interface between them [Essam, 1972].
This unique interface can be seen in Figures 3b and 3c. Usually called the percolation front, it exhibits scal-
ing properties related to the critical exponents of the percolation theory [Stauffer and Aharony, 1994]. For
example, it has a fractal dimension 𝜈f = 4∕3 [Grossman and Aharony, 1987] and its average thickness is

𝜍 = N
𝜈f

1+𝜈f = N
4
7 . (2)

Thus, the front stays in average at the same depth, but it may have vertical fluctuations of the order of 𝜍 .

In our case, the solid-liquid interface (i.e., the CMB) is defined as the percolation front between the giant cluster
of silicate cells at the top and the giant cluster of liquid iron cells at the bottom (Figures 3b and 3c). Thus,
we can identify and precisely locate the compositional boundary where abrupt changes in density occur. In
general, the two giant clusters of solid and liquid cells are obtained using nearest neighbor connectivity at
the elementary length scale of the cellular automaton model. For the specific example shown in Figure 3c,
the solid-liquid interface has a fractal dimension of 1.31±0.05. In all cases, this fractal dimension is very close
to 4/3, indicating that our specific dynamical system can be indeed replaced in the general context of the
percolation theory [Sapoval et al., 2004].

Using the outputs of the model, we systematically quantify the average depth z̄f and width (or thickness) 𝜎f

of the synthetic CMB using all the cells that form the percolation front. Basically, these two parameters are the
first and second moments of nf(z), the depth distribution of the cells that compose the solid-liquid interface:

z̄f =

H∑
z=1

znf(z)

H∑
z=1

nf(z)

, and 𝜎2
f =

H∑
z=1

(z − z̄f)2nf(z)

H∑
z=1

nf(z)

, (3)

where H is the height of our cellular space (see Table 1). Starting at t = 0 with a flat interface between mantle
and iron cells, Figures 3a and 3b show the cellular space at t∕t0 = 1.8 × 106. For the duration of this simula-
tion, Figure 4 shows the evolution of the thickness of the solid-liquid interface as measured by equation (3).
There are clearly two stages. Over short times, the first stage is characterized by a power law increase of the
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Figure 5. Vertical amplitude of the CMB with respect to the horizontal length of the cellular automaton model. The
initial condition at t = 0 is a flat interface. At each time, we divide the cellular space into smaller subsections using
nonoverlapping sliding windows of length li = L∕2i . For each length scale i ∈ [0, 1, 2, …] and within each section, we
calculate the thickness of the CMB (equation (3)). We report on the graph the mean value ⟨𝜎f⟩ averaged over the 2i

sections. Crosses and circles show that the system dynamics does not depend on its horizontal length. However, this
length controls the vertical extent of the topography of this interface. The values for t∕t0 ≥ 2.2 × 105 indicate that the
CMB has reached a steady state amplitude (42 l0 as measured in Figure 4). The dashed line is ⟨𝜎f⟩ = 2.5 l1∕3.

width of the interface (𝜎f ∼ t1∕5). Over longer times, the width of the interface remains statistically constant
around an average value of 42 l0, despite important fluctuations. The system has reached a steady state with
a characteristic value of the width of the solid-liquid interface, i.e., 42 l0.

In geophysics, predictive scaling relationships are often used to make the results applicable to Earth’s condi-
tions [e.g., Christensen and Aubert, 2006]. Here to extrapolate the morphological properties of the modeled
interface to the size of the CMB, it is necessary to analyze how the width of this compositional boundary
depends on the length L of the system. With this goal in mind, we successively analyze different sections of
the solid-liquid interface using nonoverlapping horizontal sliding windows in a range of length li = L∕2i ,
i ∈ [1, 2, 3,…]. For a given length scale li, we estimate the width 𝜎f of the solid-liquid interface of all the 2i

Figure 6. The dynamic topography of a steady state CMB in the cellular automaton model: (a) the solid cells composing
the solid-liquid interface at two different times separated by 3.5 × 106 t0. The mean depth is arbitrarily set to 0. (b)
Changes in density of individual column between the two configurations of the CMB shown in Figure 6a; the mass of a
vertical column of section l20 at a given time is the sum of the mass of all cells that compose this column. Thus, changes
in topography are translated into changes in the surfacic distribution of mass.
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Figure 7. Spectral analysis of the changes in the horizontal mass density profiles. Wavelet power spectrum of mass
redistribution for two time intervals of (a) 2 × 104 t0 and (b) 5 × 106 t0. (c) Evolution of the global wavelet spectrum of
the mass redistribution. It takes a longer time to reshape the CMB on increasingly larger wavelengths. However, as
shown by the power law decay over long wavelengths, all length scales are rapidly activated by the
dissolution-crystallization process.

sections. Averaging over all sections, Figure 5 shows how the mean value of this width ⟨𝜎f⟩ is evolving with
respect to the characteristic length scale li. For larger length scales, there is a plateau whose ordinate is directly
related to the length L of the cellular space. It shows that the horizontal length of the system commands the
vertical amplitude of the CMB relief (Figure 4). However, for smaller length scales, there is a systematic increase
of the mean width of the interface with respect to the horizontal length li of the different sections. More
exactly, we find that the amplitude of the topography increases as a power law with an exponent 1/3. Such a
scaling law can then be used to extrapolate the vertical amplitude of the CMB topography to the characteris-
tic length scale of the outer core. For example, using a grain size d of 1 cm, it predicts a maximum amplitude
of 12 m (25 m) over a distance of about 103 km (104 km).

3.4. Time Constants of the Dynamic Topography
Using the results of the above numerical simulations, we now focus on the characteristic timescales of the
changes in the topography produced at the CMB by the continuous action of the dissolution-crystallization
process. Hence, we concentrate on the dynamics of the solid-fluid interface when it has reached its steady
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Figure 8. The relation between timescale and length scale for a complete change in the horizontal mass density profile.
For a given time interval Δt, we report the most energetic wavelength 𝜆 in the global wavelet spectrum (Figure 7c). The
dashed line is 𝜆 = 5.3Δt1∕2. The saturation is a finite size effect observed when the entire solid-fluid interface of the
cellular automaton model has been reshaped.

state characterized by systematic temporal fluctuations of mean depth and width of 42 l0 (Figures 4 and 5).
For example, Figure 6a shows the CMB generated by the cellular automaton model at two different times
separated by 3.5 × 106 t0. During this time interval, a complete reorganization of the solid-fluid interface is
responsible for significant variations of the horizontal mass density profile (Figure 6b). Obviously, this redistri-
bution of mass needs time, since it requires not only both dissolution and crystallization but also a transport
mechanism to move the dissolved material across the system.

Figures 7a and 7b show the wavelet analysis [Holschneider, 1995] of the redistribution of mass for two differ-
ent time intervals. For a short time interval, changes in the horizontal density profile are restricted to short
wavelengths, whereas there is little difference for long wavelengths. But for a long time interval, long wave-
lengths are excited and the changes in density affect the entire system. To quantify the relationship between
time and length scales of the redistribution of mass, we use the global wavelet spectrum of the changes in
density (see Figure 7c) and select the most energetic wavelength corresponding to different time durations.
We find that the required time to reshape the solid-liquid interface scales as the square of the wavelength
(Figure 8). Not surprisingly, this is characteristic of a diffusion process, which can be directly related to the
transport mechanism implemented at the elementary scale of the model.

Now considering that diffusion of light elements in the liquid iron alloy of the core controls changes in topog-
raphy, we can use the scaling of the heat equation to relate the timescale and length scale relevant to the
dynamics of the mass density profile. Considering again the molecular diffusion coefficient D, it states that a
perturbation can be felt at a distance l after a time delay

Δt ∼ l2∕D. (4)

Using this expression or the numerical scaling law shown in Figure 8, we find that topographic changes at
length scale of 103 km (i.e., 108 l0 using d = 10−2 m) may require billions of years. This is obviously much too
high to be relevant for the time constants involved in our observations (see section 2). But, this timescale is
directly proportional to the characteristic timescale t0 of the model, and therefore, sensitive to the scale setting
parameters (equation (1)). Then, keeping constant the relative values of the transition rate {ΛC, ΛL, ΛT}, the
diffusion coefficient D may be increased by orders of magnitude to reduce by the same factor the timescale
of the changes in the mass density profile at the CMB. Unfortunately, for the Earth’s interior, there is no means
to significantly enlarge the D value [Poirier, 2000].
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Figure 9. The evolution of the depth of the CMB in depositional settings. (a) The initial condition at t = 0 is generated
from a steady state configuration of the CMB by changing all the fluid cells into their saturated state. (b) Same portion of
the CMB as in Figure 9a at t∕t0 = 8000 when the dynamic topography has reached its new steady state at a deeper
depth. (c) The CMB at different times (see symbols in Figure 9d). Cells that form the percolation front at each time are
shown with the same color. (d) Evolution of the depth of the CMB from the initial condition (Figure 9a) to its steady state
(Figure 9b). In the presence of a high concentration of saturated cells, the crystallization process dominates and the
interface progressively reaches deeper into the liquid phase. A constant deposition rate of 0.03 l0∕t0 is observed before
the system reaches again a steady state (dashed red line). Colored squares in Figure 9d correspond to the interface
shown in Figure 9c.

Another way of getting faster changes in the topography is to modify the parametrization of the proposed
model. The main control parameter is then the ratio between the intensity of the dissolution-crystallization
process and the intensity of the transport mechanism. For example, we can increase the ΛT value, keeping
constant the {ΛC, ΛL} values to enhance the transport mechanism with respect to the molecular diffusion,
which still determines the characteristic timescale of the dissolution-crystallization process itself. In this case,
Figure 4 shows that topographic changes indeed occur faster. Hence, a model in which the transport mech-
anism is based on a turbulent diffusion coefficient entering ΛT may significantly reduce the characteristic
timescales for the evolution of the mass density profile. In fact, in response to a shear flow, the turbulent
diffusion coefficient may be many orders of magnitude greater than the molecular diffusion coefficient, in
particular, in the case of a rough boundary layers [e.g., Hinze, 1972; Ligrani and Moffat, 1986]. Unfortunately,
such large values cannot be tested in the model because of the current computational limits.

The distribution of the light elements at the top of the outer core may also affect the evolution the CMB
[Buffett et al., 2000]. For example, specific flow conditions can locally concentrate the dissolved silicate mate-
rial, leading to the development of a large depositional basin. To analyze such conditions, we run a simulation
starting from an initial condition in which all the fluid cells of a steady state configuration of the CMB are
saturated (Figure 9a). Thus, the crystallization process dominates and the deposition promotes the growth
of the CMB to greater depths (Figure 9c). Finally, the CMB reaches a new steady state with constant depth
and thickness. Before, there is a transient period during which the deposition rate is constant with a value of
0.03 l0∕t0. Using the usual parametrization of the model (d = 10−2 m, D = 3×10−9 m2 s−1), it corresponds to a
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deposition rate of 10 cm yr−1. Thus, the model used in a specific depositional setting predicts high deposition
rates that may lead to rapid variations of the mass density profile due to rapid changes in topography of the
CMB (i.e., 30 cm in 3 years).

4. Gravimetric and Magnetic Anomalies Generated by Dissolution-Crystallization
at the CMB

As a result of the dissolution-crystallization process, the CMB may exhibit a fractal topography that con-
stantly evolves. Such a dynamic topography may generate gravimetric and magnetic signals at the surface of
the Earth.

4.1. The Magnitude of the Gravimetric Signal Generated by the CMB Topography
Figure 2 shows that at the boundary between the modeled core and mantle, a layer with a thickness of a few
tens of centimeters contains both core liquid, with a density 𝜌c = 104 kg m−3, and silicates, with a density
𝜌m = 5 × 103 kg m−3. The topography as pointed out earlier, although small in vertical amplitude, is efficient
in generating a gravity anomaly due to the large contrast of density between the iron of the core and the
silicates of the mantle, i.e., Δ𝜌 = 𝜌c − 𝜌m ≈ 5 × 103 kg m−3.

To compute the order of magnitude of this gravity anomaly at the Earth’s surface, which strongly depends
on the length scale of the topography, let us consider the spherical harmonics expansion of the fractal
CMB topography:

h(𝜃, 𝜙) =
∑
n,m

hnmYnm(𝜃, 𝜙), (5)

where hnm is in meters and Ynm(𝜃, 𝜙) are the fully normalized surface spherical harmonics of degree n and
order m. At the GRACE resolution, the surfacic mass anomaly (i.e., mass per unit area) carried by this topog-
raphy with respect to the reference CMB is Δ𝜎(𝜃, 𝜙) = Δ𝜌 × h(𝜃, 𝜙) (the thin layer approximation holds). The
gravity potential resulting from the direct Newtonian attraction of this load, referred to the CMB, is

V(r, 𝜃, 𝜙) =
∑
n,m

( rb

r

)n+1
VnmYnm(𝜃, 𝜙), (6)

where rb is the CMB radius. In addition, we have

Vnm =
4𝜋Grb

2n + 1
× Δ𝜌 × hnm, (7)

with G = 6.67× 10−11 m3 kg−1 s−2. The amplitude of the corresponding gravity anomaly 𝛿g at the Earth’s sur-
face is derived using 𝛿g

]
r=ra

= − 𝜕V
𝜕r

]
r=ra

, where ra is the Earth’s surface radius. Thus, the harmonic component

of degree n and order m of the gravity anomaly at the Earth’s surface is

𝛿gnm(ra, 𝜃, 𝜙) = (n + 1)
(

rb

ra

)n+2
4𝜋G

2n + 1
× Δ𝜌 × hnmYnm(𝜃, 𝜙). (8)

For increasing degrees, this relation is approximately equal to

𝛿gnm(ra, 𝜃, 𝜙) ≈ 2𝜋G × Δ𝜌 × hnm

(
rb

ra

)n+2

Ynm(𝜃, 𝜙). (9)

The geoid anomalies N at the Earth’s surface are derived as N= V
g0

]
r=ra

, where g0 is the average gravity attrac-

tion at the Earth’s surface: g0 = 4
3
𝜋Gra�̄� ≈ 9.8 m s−2 and �̄� = 5517 kg m −3 is the average density of

the Earth.

Taking n = 6, which corresponds to a resolution at the Earth’s surface close to 3300 km, hn(𝜃, 𝜙) =
∑

m hnm

Ynm(𝜃, 𝜙) and ‖hn‖ = 1 m, the obtained amplitudes reach

𝛿g6(ra, 𝜃, 𝜙) = 1.57 × 10−8 m s−2 = 1570 nGal,

and

𝛿N6(ra, 𝜃, 𝜙) = 1.57 mm.
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Figure 10. Streamlines of the 2-D flow model at the top of the CMB (see equations (15)–(18) and Braginsky and Le Mouël
[1993]). The arrow size indicates roughly the relative flow strength. A strong shear of the component vx takes place at
z = Δ. A zoom of the periodic CMB topography responsible for this flow is shown at the top of the figure. A vertical
dilatation of 105 is applied: Δ = 30 km and a the relief amplitude h = 30 cm.

The computed amplitudes are of the order of those discussed in section 2, for approximately 30 cm of
topography at the degree 6 resolution, which is about 1800 km at the CMB.

The variation in the gravity potential due to the direct attraction of the mass anomaly carried by the CMB
topography creates a volumic force in the whole Earth. At the considered timescales, it induces elastic defor-
mations in order to reach a new state of equilibrium. In addition, it creates a surfacic force at the CMB
(a pressure), to which both the mantle and the core react via further deformations. Classically, the defor-
mations due to gravity potential or surface pressure changes, and the corresponding secondary gravity
variations, are modeled by solving the elastogravitational equations [Alterman et al., 1959]. They comprise
the momentum equation, the mass conservation equation, and the Poisson equation, typically assuming
an elastic compressible mantle and an inviscid fluid core. The obtained system of equations is, however,
not valid in the fluid core, which is supposed to remain in hydrostatic equilibrium in the deformed state
(see, for instance, Chinnery [1975] among the many references addressing this difficulty). This approach has
been applied in order to compute the gravity signal of the elastic mantle deformations caused by a fluid
overpressure at the core-mantle boundary arising from tangentially geostrophic core motions [Dumberry and
Bloxham, 2004; Greff-Lefftz et al., 2004]. More recently, it has also allowed to estimate the gravity variations
from decadal changes in lateral density heterogeneities within the fluid core [Dumberry, 2010]. The gravity
effect of the mantle deformations caused by the gravity potential change appeared to be small as compared
to the direct attraction of the forcing mass anomaly [see Dumberry, 2010, Figure 3].

In our case, the forcing arises from a topographic mass anomaly at the boundary between the mantle and
the core. As the deformations caused by the associated gravity potential variations should only have a small
impact on the total gravity signal [Dumberry, 2010], the question is how the pressure variations at the CMB
due to this mass anomaly are accommodated by the mantle and the core. Solving the elastogravitational
equations as previously described and assuming hydrostatic equilibrium in the fluid core, the mantle responds
instantaneously to the pressure variation at its base; it nearly compensates the direct attraction of the CMB
topography, and the total gravity signal is reduced by a few orders of magnitude (M. Greff-Lefftz and
L. Métivier, personal communication, 2014). However, the CMB mass anomaly can induce dynamic motions
within the core, not accounted for by the elastogravitational system. Topographic highs at the CMB (i.e., mass
and pressure excess) could be dynamically supported by core fluid upwellings, while topographic lows (i.e.,
mass and pressure default) could be underlain by downwellings (Figure 10). The total overpressure at the
base of the mantle would then be negligible, canceling the mantle response. In this extreme case, the direct
Newtonian attraction of the CMB rugosity would finally provide an order of magnitude of the total gravity sig-
nal at the Earth’s surface. Let us, however, underline that this line of reasoning is, at this stage, only tentative;
a quantitative modeling of the Earth’s mass redistribution and pressure variations, on the mantle side and on
the dynamic core side, in response to such a forcing at the CMB, remains to be addressed.

4.2. The Related Flow and Magnetic Signal Induced by a Dynamical Topography at the CMB
Let us consider the topography of the CMB h(𝜃, 𝜙)—or rather a smoothed version of this topography since the
geometric attenuation considerably reduces the effect of the short-scale components at the Earth’s surface.
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In response to changes in elevation, a pressure field Π(𝜃, 𝜙) is imposed upon the core surface. Considering a
harmonic component of order n (see section 3.4), we have

Πn(𝜃, 𝜙) = gΔ𝜌 × hn(𝜃, 𝜙). (10)

Relying on the length scale of our observations and the amplitude of the gravimetric anomaly (Figure 1), we
take n = 6 and ‖h6‖ = 0.3 m (‖h6‖ = 3 m) to compute Π6 = 1.5 × 104 Pa (Π6 = 1.5 × 105 Pa).
4.2.1. Estimation of the Associated Flow Velocity at the Top of the Core
To sustain the topographic anomalies of the CMB over a timescale of decades, a flow must be present in the
upper layers of the core (see section 4.1). An order of magnitude of the (horizontal) velocity of this flow v⃗ at the
top of the core can be obtained by writing that the corresponding dynamic pressure p balances the pressure
Π of the bumps in topography (see equation (10)):

p(𝜃, 𝜙) = −Π(𝜃, 𝜙). (11)

Supposing a tangentially geostrophic approximation [e.g., Le Mouël, 1984], the (horizontal) velocity v⃗ is linked
to the pressure field at the core surface by

𝜌cv⃗ = 1
2Ω cos(𝜃)

n⃗ ∧ ∇⃗p, (12)

where
−→
Ω is the Earth spin. Let us look for an order of magnitude of this flow velocity considering again a

spherical harmonic of degree n, we have

v ≈ 1
2𝜌cΩ

×
nΠn

2𝜋rb
. (13)

For n = 6, Ω = 7 × 10−5 s−1, ‖hn‖ = 0.3 m (‖hn‖ = 3 m), and the corresponding Π6 value computed above,
we get v ≈ 2.9 × 10−3 m s−1 (v ≈ 2.9 × 10−2 m s−1).

For a given Π value, equation (13) gives the flow velocity at the CMB, but not below it (i.e., vr is unknown,
except on r = rb, where vr = 0). Contrary to the main flow within the core, which is responsible for dynamo
action, our flow v⃗ is generated by a surfacic pressure at the CMB. It is expected to concern a layer with a certain
thickness Δ in the upper part of the core and to present upwellings at the maxima of p(𝜃, 𝜙), or of −Π(𝜃, 𝜙),
and downwellings at its minima.
4.2.2. The Magnetic Anomaly: A Simple Kinematic Model
We address now the computation of the magnetic anomaly generated by a flow in the upper layers of the core
which might be induced by the topography of the CMB. We will simply use an existing model, a kinematic
2-D two-scale model [see Braginsky and Le Mouël, 1993, Figure 2]. The CMB is the plane z = 0, the z axis being
oriented downward perpendicular to the horizontal x axis. Below a limit layer of thickness Δ at the top of the
outer core, the model contains a large volume (z ≥ Δ) in which convective motions in the form of rolls take
place. The 2-D velocity field v⃗(x, z) is periodic in space with a wavelength 𝜆 = 2𝜋∕k, and in time with a period
T = 2𝜋∕𝜔, we take T = 20 years (see section 2.2):

v⃗ =
{

v⃗0(x, z)e−i𝜔t in the volume, z ≥ Δ,
v⃗Δ(x, z)e−i𝜔t at the top the core, 0 < z < Δ,

(14)

where

v0
x (x, z) = +v0e−k(z−Δ) sin(kx), (15)

v0
z (x, z) = −v0e−k(z−Δ) cos(kx), (16)

vΔ
x (x, z) = −

v0

kΔ
sin(kx), (17)

vΔ
z (x, z) = −

v0z

Δ
cos(kx). (18)
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As shown in Figure 10, the flow in the Δ layer is different in nature from the flow underneath but connected
to this volume flow and fed by it. However simple, this model contains some of the requirements introduced
above: limited vertical extension, vertical component of the flow-simulating upwellings and downwellings,
and concentration in the layer of depthΔ. Here following Braginsky and Le Mouël [1993] and Jault and Le Mouël
[1993], we choose, somewhat arbitrarily, Δ = 30 km. vz is continuous at the interface z = Δ and cancels at
z = 0; vx is much larger in the uppermost layer than in the main body of the core (i.e., kΔ ≪ 1) and presents
a discontinuity (a shear) at the boundary z = Δ. Then,

v0 = k Δ v. (19)

v being the estimate given in section 4.2.1 (see equation (13)). Using the v value computed for ‖hn‖ = 0.3 m
(‖hn‖ = 3 m), we obtain v0 = 1.50 × 10−4 m s−1 (v0 = 1.50 × 10−3 m s−1).

For the correspondence between the wave number k in the plane geometry and the harmonic component
of degree n in the spherical one, we take k = 2𝜋∕𝜆 = n∕rb = 1.7 × 10−6 m−1. Then, 𝜆 = 3.70 × 106 m for
n = 6. We then evaluate the secondary field b⃗(bx , bz) induced by the flow interacting with the main field

−→
B0

generated by the dynamo action using the linearized induction equation

− i𝜔b⃗ − 𝜂∇2b⃗ = B0𝜕zv⃗, (20)

where 𝜂 is the core magnetic diffusivity. At our degree of simplification it is enough to take
−→
B0 = B0z⃗. Braginsky

and Le Mouël [1993] have computed b⃗(x, z)ei𝜔t , and, at the CMB for r = rb and z = 0, they found

bx(x, 0) = bΔ
x (x, 0) = +b0a(𝜔) sin(kx)e−i𝜔t, (21)

bz(x, 0) = bΔ
z (x, 0) = −b0a(𝜔) cos(kx)e−i𝜔t. (22)

The expressions of b0 and a(𝜔) are given in Appendix A. With the values k = 1.7 × 10−6 m−1, 𝜂 = 2 m2 s−1,
𝜔 = 10−8 s−1, v0 = 1.50×10−4 m s−1 (‖h6‖ = 0.3 m), T = 2𝜋∕𝜔 ≈ 20 years (see section 2), and B0 = 3×105 nT,
it comes

b0a(𝜔) = Aei𝜃 with A = 1.26 × 105 nT.

An A value equal to 1.26 × 106 nT is obtained for v0 = 1.50 × 10−3 m s−1 (and a corresponding topography of
amplitude ‖h6‖ = 3 m).

Taking the vertical component of the magnetic field at the Earth’s surface z = −D = −2900 km, we have

bz(x,−D) = −Aei𝜃e−kD cos(kx)e−i𝜔t. (23)

Finally, to compare with observations (Figure 1), we can write

d2bz

dt2
= 𝜔2Aei𝜃e−kD cos(kx)e−i𝜔t.

For T = 20 years and a topography amplitude ‖h6‖ = 0.3 m, we find an amplitude for

d2bz

dt2
≈ 86 nT yr−2.

A value of 860 nT yr−2 is obtained for ‖h6‖ = 3 m.

Note that we do not suppose as usually the frozen flux approximation (a diffusive term enters equation (20)).
The reason is the value of the phase difference observed between the gravity and the magnetic anomalies
(see section 2 and Figure 1). Let us now consider the phase differenceΘ between the velocity v0 and the mag-
netic anomaly b (i.e., the phase of a(𝜔) as we take the velocity v0 in phase with the relief h and the pressure p).
With the adopted parameter values, we findΘ ≈−120∘ so that the second derivative of the magnetic anomaly
lags the velocity by 60∘ (we use here the time factor e−i𝜔t). Coming back to the observations and Figure 1,
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we admitted that the gravimetric anomaly 𝛿g and the second time derivative d2−→B ∕dt2 were in phase. In the
classical computations of the magnetic anomaly generated by a flow at the top of the core in the frozen flux
approximation (infinite conductivity) and, e.g., tangential geostrophy, the phase shift between the flow and
the magnetic anomaly is 90∘. The present model with finite conductivity (𝜂 = 1∕(𝜇𝜎) = 2, where 𝜎 is the elec-
trical conductivity and 𝜇 the magnetic permeability) allows one to act on the phase. The agreement between
the model production and the observation is improved (from 90∘ to 60∘). It could be reduced by varying the
considered parameters; taking into account the large uncertainties, we content ourselves with this result.

Note that the estimates of b at the CMB may be high, of the same order of magnitude as B0, the standing field.
In this case, the linearized induction equation (equation (20)) may be no longer valid. Our estimates can then
be considered as upper limits of b [Braginsky and Le Mouël, 1993; Jault and Le Mouël, 1991].

5. Discussion and Conclusion

In our crystallization-dissolution model (section 3), the solid-liquid interface between the mantle and the
core appears to be fractal, generated by a gradient of concentration of either solid silicate (from the top) or
liquid iron (from the bottom) cells. The CMB can be described as a percolation front that emerges sponta-
neously from our dissolution-crystallization process. This solid-liquid interface has a very small thickness if
compared to the horizontal length of the system. Using the predictive scaling law derived from the outputs
of the gradient percolation model (Figure 5), it seems reasonable to assume that fluctuations on the order of
10 m may occur at length scales comparable to the characteristic length of the CMB (∼104 km). The proposed
mechanism does not suppose an important infiltration of the iron into the mantle. Some other mechanisms
described in section 3.1 are probably more efficient to perform this penetration of iron at a larger distance
from the CMB [Kanda and Stevenson, 2006; Otsuka and Karato, 2012]. Nevertheless, these mechanisms are
slow, certainly much slower than the infiltration-dissolution process, which is a dynamic process, in contin-
uous renewal. In fact, the main reason of the efficiency of the mechanism to create (coupled) gravity and
magnetic anomalies is that it takes full effect of the difference of density between oxides and iron. Exchanges
are made in a very thin layer around the CMB so that no long vertical transport of the liquid alloy is needed.

Given the large density contrast between the mantle and the core, an amplitude of a couple meters in topog-
raphy might generate significant variations of the gravity field at the surface of the Earth. In fact, even heights
of the order of tens of centimeters are enough to produce anomalies with an amplitude comparable with
that reported in Figure 1 (i.e., 500 nGal). The main issue is whether such a relief with tens of centimeters of
amplitude may occur on timescale of decades as required by our observations (section 1). Our numerical
simulations show that a transport mechanism much faster than molecular diffusion is required. We can call,
as frequently done, for some kind of turbulent diffusivity. Given the complex interactions between the flow
and the topography, such an enhancement of transport efficiency may be expected, especially in turbulent
boundary layers. On the other hand, coherent flow structures may also concentrate or disperse the dissolved
silicate material at the top of the core. As a consequence, they may result in the formation of large erosional
or depositional areas where rapid variations of the mass density profile can occur. We have shown that even
using only molecular diffusion, rates of deposition of about 10 cm yr−1 can be reached. Thus, we propose that
the integrated effect of a range of geomorphic processes may be responsible for an evolving topography and
measurable changes in gravity at the Earth’s surface at a decadal timescale.

This topography exerts a pressure on the fluid core at the CMB, which is accompanied by an additional flow
in the upper layers of the core. Interacting with the main field of the dynamo, this flow generates a secondary
magnetic field b. With reasonable values of the considered parameters, its second time derivative at the Earth’s
surface may be of some 60 nT yr−2 for h ≈ 20 cm, 10 times larger for h ≈ 2 m, comparable with the observed
magnetic anomaly (Figure 1).

In the present paper, we have proposed a mechanism capable of generating simultaneous gravimetric and
magnetic signals at the Earth’s surface, with reasonable amplitude and phase shift between them. The ampli-
tude of the predicted gravimetric and magnetic anomalies are not only in agreement with the observed ones
(Figure 1) but also require the same range of topographic variations at the CMB. Figure 11 synthesizes our
results and shows that for a harmonic component of degree 6 (i.e., 1800 km at the CMB), both anomalies
require an amplitude of approximately 20 cm for the changes in topography. This amplitude of the topogra-
phy and the corresponding rate of change in elevation (≈cm yr−1) are of the same order of magnitude as the
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Figure 11. Amplitude of the gravimetric (red) and magnetic anomalies (blue) with respect to the amplitude of the
topography of the CMB for a harmonic component of degree 6 (see sections 4.1 and 4.2). The dashed lines show the
ranges of the amplitude of both signals observed in Figure 1. We note a fair agreement between the amplitude of
the CMB predicted by the gravimetric and the magnetic models, typically a couple of decimeters. This amplitude of
the topography and the corresponding rate of change in elevation (≈ cm yr−1) are also on the same order of magnitude
as the one predicted by the cellular automaton model (see section 3).

one independently predicted by the cellular automaton model (see section 3). Obviously, many uncertainties
remain in the evaluation of the changes in topography and both the magnetic and gravimetric anomalies.
However, all estimates together encourage to examine further the effect of geomorphic processes at the CMB.

A difficulty is outstanding: the magnetic signals potentially generated by the dissolution-crystallization pro-
cess and the regular secular variation of the main field generated by the dynamo in the core may have time
constant which are not far away; so their separation may be out of reach in the present state of things. Obvi-
ously, long-time observation would be required. Satellites will provide us with these observations in the next
few decades.

Appendix A

Following the BLM model proposed by Braginsky and Le Mouël [1993], the expression of b0 and a(𝜔) are

b0 =
B0v0

2𝜂k

and

a(𝜔) = 2k
k + q

((
k

k + q
+ 1

qΔ

)
e−qΔ − 1

qΔ

)
,

where

q = k

(
1 − i𝜔

𝜂k2

)1∕2

despite its elementary nature, the BLM model needs some tedious computations. A simpler model leading to
grossly similar results has been proposed by Jault and Le Mouël [1991].
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