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Abstract—To account for elastic and attenuating effects in the elastic wave equation, the stress-strain relationship can be defined through a general, anisotropic, causal relaxation function \( \psi^{ik}(x, \tau) \). Then, the wave equation operator is not necessarily symmetric ('self-adjoint'), but the reciprocity property is still satisfied. The representation theorem contains a term proportional to the history of strain. The dual problem consists of solving the wave equation with final time conditions and an anti-causal relaxation function. The problem of interpretation of seismic waveforms can be set as the nonlinear inverse problem of estimating the matter density \( \rho(x) \) and all the functions \( \psi^{ik}(x, \tau) \). This inverse problem can be solved using iterative gradient methods, each iteration consisting of the propagation of the actual source in the current medium, with causal attenuation, the propagation of the residuals—acting as if they were sources—backwards in time, with anti-causal attenuation, and the correlation of the two wavefields thus obtained.
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1. Introduction

The problem of interpretation of seismic waveforms can be set as the problem of obtaining the earth model which best predicts the actually observed seismograms. This opens two questions: i) given an earth model, how to solve the forward problem of predicting seismograms? and ii) how to solve the inverse problem of obtaining the optimum earth model?

The tools for predicting seismograms are the elastic wave equation and the numerical methods developed to obtain solutions, as for instance finite-difference approximations to derivatives. Finite-difference approximations to the wave equation have the advantages of having enough flexibility to be almost model-independent and of accounting, in principle, for a diversity of waves. They are expensive, but nicely adaptable to the newly emerging class of massively parallel computers.

The inverse problem is essentially an optimization problem in a functional space.
Difficulties arise because the problem is large sized, and the functional to be minimized is nonquadratic. The modest capabilities of present-day computers prevent the use of true nonquadratic methods of optimization, like Monte Carlo methods. Gradient methods can be used which lead to elegant results.

In this paper I first review the mathematics of the forward problem that are useful for the inverse problem; wave equation, Green's function, and representation theorem. Secondly, I review the mathematics of functional least squares. Finally, I give the solution to the seismic inverse problem, with more generality than in my previous papers, because here I take into account attenuation.

In the problem of interpretation of seismic reflection data the model space has many degrees of freedom (millions to billions), and methods of inversion based on a naive use of least-squares formulas do not work. In particular, matrix algebra must not be used, and partial (or Fréchet) derivatives of data with respect to model parameters should not be computed. Much work has to be done analytically, in order to interpret the final formulas of least squares as operations involving only wave propagations, and no linear algebra computations.

For developing a theory for inversion including attenuation we must first choose a model. If in the perfectly elastic approximation it is clear that density $\rho(x)$ and elastic stiffnesses $c^{ijkl}(x)$ (or related quantities) are the right earth parameters to choose, for a more realistic approximation including attenuation, the choice is not so clear, as many models for attenuation exist. I take here the most optimistic point of view: that data sets exist which contain enough information rendering a particular model of attenuation unnecessary, and that the more general parameterization can be chosen: an arbitrary relaxation function $\psi^{ijkl}(x, \tau)$. The goal of inversion is then to obtain the density $\rho(x)$ and the functions $\psi^{ijkl}(x, \tau)$. Of course, some constraints have to be imposed on the relaxation functions, as for instance causality and symmetry conditions. If necessary, some soft constraints can also be imposed, as for instance spatial or temporal smoothness.

Let $u^i(x, t)$ be the $i$-th component of displacement at point $x$ and time $t$. If $x_r$ $(r = 1, 2, \ldots)$ denote the receiver locations, a possible criterion of goodness of fit between observed and computed seismograms is the minimization of

$$S = \sum_r \int_{t_0}^{t_f} dt \sum_i |u^i(x_r, t)_{obs} - u^i(x_r, t)_{cal}|,$$  

where 'obs' and 'cal' respectively represent the observed and the calculated displacements from a given earth model. Although results given by this criterion are fairly good, they are difficult to obtain, and this criterion is replaced by the least-squares criterion of minimization of

$$S = \sum_r \int_{t_0}^{t_f} dt \sum_i (u^i(x_r, t)_{obs} - u^i(x_r, t)_{cal})^2,$$  

which gives less robust results but computations which are manageable with present-day computers.
In Section 2 the rate-of-relaxation function is defined, which will be at the center of our mathematical developments. Section 3 rapidly reviews the fundamental equation: the elastic wave equation with attenuation. In Section 4 I recall the definition of the transposed (and adjoint) of an operator, and in Section 5 the transposed of the wave equation operator is given. The Green function is introduced in Section 6, leading to the general representation theorems of Section 7, which are independent of the reciprocity relations shown in Section 8. Section 9 reviews rapidly the Born approximation, useful for computing the gradient of the least-squares misfit function. A very formal version of the least-squares theory in functional spaces is developed in Section 10, and is applied to the problem of interpretation of seismic waveforms in Section 11. The formula allowing waveform inversion for obtaining the rate-of-relaxation function is, to my knowledge, original. The last Section addresses the results obtained.

2. The Rate-of-Relaxation Function

The most general linear relationship between stress, \( \sigma^{ij}(x, t) \), and strain \( \varepsilon^{ij}(x, t) \), can be described using a kernel \( \Psi^{ijkl}(x, t; x', t') \):

\[
\sigma^{ij}(x, t) = \int_V dV(x') \int_{-\infty}^{+\infty} dt' \Psi^{ijkl}(x, t; x', t')\varepsilon^{kl}(x', t'),
\]

(2a)

which has to be causal, must have some symmetries, and may be a distribution (containing the delta ‘function’ and/or its derivatives). This is too general for most seismic purposes. Assuming that the stress-strain relationship is local,

\[ \Psi^{ijkl}(x, t; x', t') = \Psi^{ijkl}_0(x; t, t')\delta(x - x'), \]

gives

\[
\sigma^{ij}(x, t) = \int_{-\infty}^{+\infty} dt' \Psi^{ijkl}_0(x; t, t')\varepsilon^{kl}(x, t').
\]

(2b)

If the medium properties do not depend on time,

\[ \Psi^{ijkl}_0(x; t, t') = \Psi^{ijkl}(x, t - t'), \]

and

\[
\sigma^{ij}(x, t) = \int_{-\infty}^{+\infty} dt' \Psi^{ijkl}(x, t - t')\varepsilon^{kl}(x, t').
\]

(2c)

The function \( \Psi^{ijkl}(x, \tau) \) has to satisfy causality,

\[ \Psi^{ijkl}(x, \tau) = 0 \quad \text{for} \quad \tau < 0, \]

(3)

and is assumed to have symmetries:

\[ \Psi^{ijkl}(x, \tau) = \Psi^{ijkl}(x, \tau) = \Psi^{klij}(x, \tau), \]

(4)
(from where it follows $\Psi^{ijkl}(x, \tau) = \Psi^{ijk}(x, \tau) = \Psi^{ijk}(x, \tau)$). Notice that the causality property allows writing (2c) as

$$\sigma^{ij}(x, t) = \int_{-\infty}^{t^+} dt' \Psi^{ijkl}(x, t - t') \delta^{kl}(x, t').$$

Instead of the function $\Psi^{ijkl}(x, \tau)$ it is customary to use the creep function $\phi^{ijkl}(x, \tau)$ defined by

$$\dot{\epsilon}^{ij}(x, t) = \int_{-\infty}^{t} dt' \phi^{ijkl}(x, t - t') \delta^{kl}(x, t'),$$

or its inverse, the relaxation function $\psi^{ijkl}(x, \tau)$ defined by

$$\sigma^{ij}(x, t) = \int_{-\infty}^{t} dt' \psi^{ijkl}(x, t - t') \dot{\epsilon}^{kl}(x, t'),$$

where a dot denotes time differentiation. As we have

$$\Psi^{ijkl}(x, \tau) = \psi^{ijkl}(x, \tau),$$

$\Psi^{ijkl}(x, \tau)$ can be named the rate-of-relaxation function.

**Example 1: Perfect elasticity.** Choosing

$$\Psi^{ijkl}(x, \tau) = c^{ijkl}(x) \delta(\tau),$$

where $\delta(\cdot)$ is the delta ‘function’, gives Hooke’s law

$$\sigma^{ij}(x, t) = c^{ijkl}(x) \dot{\epsilon}^{kl}(x, t).$$

For isotropic media,

$$c^{ijkl}(x) = \lambda_e(x) \delta^{ij} \delta^{kl} + \mu_e(x) (\delta_i^k \delta_j^l + \delta_i^l \delta_j^k),$$

where $\lambda_e(x)$ and $\mu_e(x)$ are the (elastic) parameters of Lamé, related with the elastic bulk modulus by

$$3\kappa_e(x) = 3\lambda_e(x) + 2\mu_e(x).$$

As a first approximation, for usual rocks, $\lambda_e \simeq \mu_e$.

**Example 2: Elasticity with viscosity.** Choosing

$$\Psi^{ijkl}(x, \tau) = c^{ijkl}(x) \delta(\tau) - d^{ijkl}(x) \delta(\tau),$$

gives the Kelvin-Voigt law

$$\sigma^{ij}(x, t) = c^{ijkl}(x) \dot{\epsilon}^{kl}(x, t) + d^{ijkl}(x) \dot{\epsilon}^{kl}(x, t),$$

which corresponds, in a 1D problem, to a perfectly elastic spring and a perfectly
viscous dashpot in parallel. For isotropic viscosity,
\[ d^{ijkl}(\mathbf{x}) = \lambda_v(\mathbf{x})\delta^{ij}\delta^{kl} + \mu_v(\mathbf{x})(\delta^{ik}\delta^{jl} + \delta^{il}\delta^{jk}). \] (14)

The viscous bulk modulus is defined by
\[ 3\kappa_v(\mathbf{x}) = 3\lambda_v(\mathbf{x}) + 2\mu_v(\mathbf{x}). \] (15)

As a first approximation, for usual rocks, \(3\kappa_v = 3\lambda_v + 2\mu_v \simeq 0\).

**Example 3: Constant Q.** In a one-dimensional example, **Kjartansson** (1979) shows that the rate-of-relaxation function
\[ \Psi(\tau) \propto \frac{1}{\tau^{1+2\gamma}} \text{ for } \tau > 0 \] (16)
\[ \Psi(\tau) = 0 \text{ for } \tau \leq 0 \] (17)
implies a quality factor \(Q\) strictly independent on the frequency, and, for a sufficiently small value of the positive parameter \(\gamma\), fits most of seismic data.

### 3. The Fundamental Equation

Let us be interested in the description of elastic waves propagating inside a volume \(V\), surrounded by a surface \(S\). Points inside \(V\) will be denoted \(\mathbf{x}, \mathbf{x}', \ldots\) while points on \(S\) will be denoted \(\xi, \xi', \ldots\). From the fundamental laws of physics we can show (e.g., **Dautray** and **Lions**, 1984) that if we impose to a medium with matter density \(\rho(\mathbf{x})\) and rate-of-relaxation function \(\Psi^{ijkl}(\mathbf{x}, \tau)\), a volume density of force \(\phi^i(\mathbf{x}, t)\), a moment density \(M^{ij}(\mathbf{x}, t)\), and a surface traction \(t^i(\xi, \tau)\), then the displacement field \(u^i(\mathbf{x}, t)\) satisfies at any point inside \(V\) the relationship
\[ \rho(\mathbf{x}) \frac{\partial^2 u^i}{\partial t^2}(\mathbf{x}, t) - \frac{\partial \sigma^{ij}}{\partial x^j}(\mathbf{x}, t) = \phi^i(\mathbf{x}, t) \] (18)

where
\[ \sigma^{ij}(\mathbf{x}, t) = M^{ij}(\mathbf{x}, t) + \int_{-\infty}^{+\infty} dt'\Psi^{ijkl}(\mathbf{x}, t-t') \frac{\partial u^k}{\partial x^l}(\mathbf{x}, t'), \] (19)

and, at the surface,
\[ n^i(\xi)\sigma^i(\xi, t) = t^i(\xi, t). \] (20)

Notice that \(\sigma^{ij}(\mathbf{x}, t)\) is the total stress (internal plus external origin) and that in the equations of the previous section the external stress \(M^{ij}(\mathbf{x}, t)\) was implicitly assumed to be zero.
4. Mathematical Preliminary: Symmetric and Self-Adjoint Operators

Let \( U \) be a linear space, whose elements, denoted \( u \), are named vectors. For instance each element of \( U \) may be a displacement field \( u'(x, t) \). A linear form over \( U \) is a linear application from \( U \) into a space of scalars (identical to the real numbers of \( R \) excepted in that the scalars may have a physical dimension). We will say that a linear space \( \tilde{U} \) is a dual of \( U \) if each element of \( \tilde{U} \) defines a linear form over \( U \) (I prefer that definition to the traditional definition of mathematicians where the dual is the space of all linear forms). Let \( \hat{u}_0 \in \tilde{U} \). The scalar associated to any \( u \in U \) by \( \hat{u}_0 \) is denoted by \( \langle \hat{u}_0, u \rangle_U \). Alternatively, each element \( u_0 \in U \) defines a linear form over \( \tilde{U} \) through

\[
\langle u_0, \hat{u} \rangle_{\tilde{U}} = \langle \hat{u}, u_0 \rangle_U. \tag{21}
\]

Let \( U \) and \( \Phi \) be two linear spaces, and \( L \) a linear operator from \( U \) into \( \Phi \). For instance, \( L \) may be the wave equation operator defined in Section 5. An operator \( L' \) mapping \( \hat{\phi} \) into \( \tilde{U} \) will be named the transposed of \( L \) if for any \( \phi \in \Phi \) and any \( u \in U \)

\[
\langle \phi, Lu \rangle_{\Phi} = \langle L' \phi, u \rangle_U. \tag{22}
\]

This definition of transposed operators may be compared with the definition of adjoint operators. The adjoint of an operator may only be defined if the spaces in consideration have a scalar product. Let for instance the linear operator \( L \) map the linear space \( U \) into the linear space \( \Phi \), and let \( (u_1, u_2)_U \) and \( (\phi_1, \phi_2)_\Phi \) denote respectively the scalar products over \( U \) and \( \Phi \). An operator \( L^* \) mapping \( \Phi \) into \( U \) will be named the adjoint of \( L \) if for any \( \phi \) and \( u \),

\[
(\phi, Lu)_{\Phi} = (L^* \phi, u)_U. \tag{23}
\]

Details on the mathematical definition of transposed and adjoint operators may be found for instance in TAYLOR and LAY (1980).

Transposed operators have an important and very simple property which follows immediately from the definition of the kernel of an operator: if two operators are mutually transposed, their integral kernels are identical, excepted in that their variables are 'transposed'.

It can easily be seen that if \( W_U \) and \( W_\Phi \) are the operators defining the scalar products over \( U \) and \( \Phi \), respectively:

\[
(u_1, u_0)_U = \langle W_U u_1, u_0 \rangle_U \tag{24a}
\]

\[
(\phi_1, \phi_0)_\Phi = \langle W_\Phi \phi_1, \phi_0 \rangle_\Phi, \tag{24b}
\]

then transposed and adjoint are related by

\[
L^* = W_u^{-1} L W_\Phi. \tag{25}
\]

By definition, if \( L \) maps \( U \) into \( \Phi \), then \( L' \) maps \( \Phi \) into \( \tilde{U} \). In the particular case where \( \Phi \) can be identified with a dual of \( U \), both \( L \) and \( L' \) map \( U \) into \( \tilde{U} \). In that case,
the definition of transpose (22) can be rewritten
\[ \langle \hat{u}, L\hat{u} \rangle_U = \langle L'\hat{u}, \hat{u} \rangle_U, \]  
with \( \hat{u} \) and \( \hat{u} \) elements of \( U \). If, in that case, \( L \) and \( L' \) have the same domain of definition, and if for any \( \hat{u} \) and \( \hat{u} \) we can replace in (26) \( L' \) by \( L \):
\[ \langle \hat{u}, L\hat{u} \rangle_U = \langle L\hat{u}, \hat{u} \rangle_U, \]
we say that \( L \) is symmetric, and we write
\[ L = L'. \]

By definition, if \( L \) maps \( U \) into itself, then \( L^* \) also maps \( U \) into itself. In that case, the definition of adjoint (23) can be rewritten
\[ (\hat{u}, L\hat{u})_U = (L^*\hat{u}, \hat{u})_U. \]
If, in that case, \( L \) and \( L^* \) have the same domain of definition, and if for any \( \hat{u} \) and \( \hat{u} \) we can replace in (29) \( L^* \) by \( L \):
\[ (\hat{u}, L\hat{u})_U = (L\hat{u}, \hat{u})_U, \]
we say that \( L \) is self-adjoint, and we write
\[ L = L^*. \]

In the problem of wave propagation later studied, there is no natural scalar product, so the general concept of transposed operator will be preferred to the more particular concept of adjoint operator.

Practically, when we have an operator \( L \), we can use the two following rules to obtain the formal transposed: i) a derivative operator is anti-symmetric, i.e., its transposed equals its opposite. ii) if \( L \) is an integral operator, we can introduce its integral kernel; the transposed operator is also an integral operator and the kernel of the transposed operator is the transposed of the original kernel.

Once we have the formal transposed, we compute the difference
\[ \langle \hat{\phi}, L\hat{u} \rangle_U - \langle L'\hat{\phi}, u \rangle_U, \]
and if necessary, we impose restrictions on the spaces \( U \) and \( \hat{\phi} \) for this difference to vanish. These restrictions are named dual conditions, and we will see examples in the next section. Typically, for a differential operator, the dual conditions are boundary conditions. For an integral operator, there are no dual conditions to impose if the integrals defining the linear forms have the same bounds as the integrals defining the operators. If not, we have to impose conditions on the functions outside the bounds.

5. The Wave Equation Operator and its Transpose

Let \( U \) be the space of all conceivable displacement fields \( u = \{u'(x, t)\} \), and \( \hat{\Phi} \) the space of all conceivable source fields \( \phi = \{\phi'(x, t)\} \). The wave equation operator (with
attenuation) is the operator $L$ mapping $U$ into $\Phi$ defined by

$$\begin{align*}
(Lu)'(x, t) &= \rho(x) \frac{\partial^2 u^i}{\partial t^2}(x, t) - \frac{\partial}{\partial x^i} \int_{-\infty}^{+\infty} dt' \, \Psi_0^{ijkl}(x; t, t') \frac{\partial u^k}{\partial x^j}(x, t'),
\end{align*}$$

(32)

where $\Psi_0^{ijkl}(x; t, t')$ is causal (the right arrow is to distinguish this function from an anti-causal function to be introduced later). This allows the wave equation with attenuation defined by equations (18)–(19) to be written as:

$$Lu = \Phi,$$

(33)

where

$$\Phi'(x, t) = \phi'(x, t) + \frac{\partial M}{\partial x^i}(x, t).$$

(34)

In the definition (32) we choose the function $\Psi_0^{ijkl}(x; t, t')$ defined in (2b), rather than the rate-of-relaxation function $\Psi^{ijkl}(x, t)$ defined in (2c) because it is not more difficult to handle and will later help to clarify the properties of the Green function. To simplify notations, the index $(0)$ in $\Psi_0^{ijkl}(x; t, t')$ will be dropped in what follows.

For a given $\phi \in \Phi$ we can define, for any $u \in U$, the scalar

$$\langle \phi, u \rangle_U = \int_V dV(x) \int_{t_0}^{t_1} dt u'(x, t),$$

(35)

which has the dimension of an action (energy $\times$ time). As each element of $\Phi$ defines a linear form over $U$, we can say that $\Phi$ is a dual of $U$. Alternatively, for a given $u \in U$ we can define, for any $\phi \in \Phi$, the action

$$\langle u, \phi \rangle_\Phi = \langle \phi, u \rangle_U = \int_V dV(x) \int_{t_0}^{t_1} dt \phi'(x, t) u'(x, t).$$

(36)

The spaces $U$ and $\Phi$ are mutually duals.

Equations (32)–(33) define the linear operator $L$, mapping $U$ into $\Phi$. As $U$ and $\Phi$ are mutually duals, the transposed operator $L'$ also maps $U$ into $\Phi$. Let us demonstrate that the transposed of $L$ is the operator $L'$ defined by

$$\begin{align*}
(L'u)'(x, t) &= \rho(x) \frac{\partial^2 u^i}{\partial t^2}(x, t) - \frac{\partial}{\partial x^i} \int_{-\infty}^{+\infty} dt' \, \Psi_0^{ijkl}(x; t, t') \frac{\partial u^k}{\partial x^j}(x, t'),
\end{align*}$$

(37)

where $\Psi_0^{ijkl}(x; t, t')$ is the anti-causal rate-of-relaxation function defined by

$$\Psi_0^{ijkl}(x; t, t') = \Psi_0^{ijkl}(x; t', t),$$

(38)

which means that the operator $L'$ corresponds to a wave equation with negative attenuation.

For we have to verify that (26) is satisfied. We have

$$\begin{align*}
\langle \dot{u}, L\dot{u} \rangle_\Phi - \langle L'\dot{u}, \dot{u} \rangle_U &= \int_V dV(x) \int_{t_0}^{t_1} dt \dot{u}^i(x, t) (L\dot{u})^i(x, t)
- \int_V dV(x) \int_{t_0}^{t_1} dt (L'\dot{u})^i(x, t) \dot{u}^i(x, t).
\end{align*}$$
Inserting (32) and (37), integrating per parts, and using the divergence theorem gives (see Appendix A):

\[
\langle \mathbf{u}, L \mathbf{u} \rangle_\Phi - \langle L' \mathbf{u}, \mathbf{u} \rangle_U = + \int_V dV(x)(\hat{u}^i(x, t)\hat{p}^i(x, t) - \hat{p}^i(x, t)\hat{u}^i(x, t)) \bigg|_{t = t_1}^{t = t_0} + \int_S dS(\xi) \int_{t_0}^{t_1} dt(\hat{\varepsilon}^i(\xi, t)\hat{u}^i(\xi, t) - \hat{u}^i(\xi, t)\hat{\varepsilon}^i(\xi, t))
\]

\[
+ \int_V dV(x) \int_{t_0}^{t_1} dt(\hat{\varepsilon}^{ij}(x, t)\hat{\Sigma}^{ij}(x, t) - \hat{\Sigma}^{ij}(x, t)\hat{\varepsilon}^{ij}(x, t)),
\]

where

\[
\hat{\Sigma}^{ij}(x, t) = \int_{-\infty}^{t_0} dt' \hat{\Psi}^{ijkl}(x; t, t')\hat{\varepsilon}^{kl}(x, t')
\]

(40a)

\[
\begin{aligned}
\hat{\Delta}^{ij}(x, t) = & \int_{t_1}^{+\infty} dt' \hat{\Psi}^{ijkl}(x; t, t')\hat{\varepsilon}^{kl}(x, t') \\
& \text{and, where for each sense of the arrows } \rightarrow \text{ and } \leftarrow,
\end{aligned}
\]

\[
p^i(x, t) = \rho(x) \frac{\partial u^i}{\partial t}(x, t)
\]

(40b)

\[
e^{ij}(x, t) = \frac{1}{2} \left( \frac{\partial u^i}{\partial x^j}(x, t) + \frac{\partial u^j}{\partial x^i}(x, t) \right)
\]

(40c)

\[
\sigma^{ij}(x, t) = \int_{-\infty}^{+\infty} dt' \hat{\Psi}^{ijkl}(x; t, t')\varepsilon^{kl}(x, t')
\]

(40d)

and

\[
\tau^i(\xi, t) = n^i(\xi)\sigma^{ij}(\xi, t) \quad \text{for } \xi \in \Sigma.
\]

(40e)

\(\hat{\Sigma}^{ij}(x, t)\) corresponds to the stress at time \(t\) due to the history of the strain \(\hat{\varepsilon}^{ij}(x, t)\) before \(t_0\), while \(\hat{\Delta}^{ij}(x, t)\) corresponds to the future of the strain \(\hat{\varepsilon}^{ij}(x, t)\) after \(t_1\).

If we restrict the domains of definition of \(L\) and \(L'\) respectively to subspaces \(\hat{U}\) and \(\hat{U}'\) such that for any \(\mathbf{u} \in \hat{U}\) and \(\mathbf{u} \in \hat{U}'\) the right-hand side terms in (39) vanish, then \(L'\) is the transposed of \(L\). The elements of \(\hat{U}\) and \(\hat{U}'\) satisfy then dual conditions.

First example of dual conditions: If the field \(\hat{u}\) has a quiescent past:

\[
\hat{u}^i(x, t) = 0 \quad \text{for } \ t \leq t_0,
\]

(41a)

\[
\frac{\partial \hat{u}^i}{\partial t}(x, t_0) = 0,
\]

(41b)

and satisfies a condition of free surface (computed with positive attenuation):

\[
n^i(\xi) \int_{-\infty}^{+\infty} dt' \hat{\Psi}^{ijkl}(\xi; t, t') \frac{\partial \hat{u}^k}{\partial x^i}(\xi, t') = 0 \quad \text{for } \xi \in \Sigma,
\]

(41c)
and the field \( \hat{u} \) has a quiescent future:

\[
\hat{u}'(x, t_1) = 0 \quad \text{for} \quad t \geq t_1, \tag{42a}
\]

\[
\frac{\partial \hat{u}^i}{\partial t}(x, t_1) = 0, \tag{42b}
\]

and satisfies a condition of free surface (computed with negative attenuation):

\[
n'(x) \int_{-\infty}^{+\infty} dt' \hat{\Psi}_{ijkl}^0(\xi; t, t') \frac{\partial \hat{u}^k}{\partial x^i} (\xi, t') = 0 \quad \text{for} \quad \xi \in S, \tag{42c}
\]

then, the integrals in (39) vanish: conditions (41)–(42) are dual conditions.

**Second example of dual conditions:** If in the example above we assume conditions of rigid, instead of free surface:

\[
\hat{u}'(\xi, t) = 0 \quad \text{for} \quad \xi \in S, \tag{43}
\]

\[
\hat{u}''(\xi, t) = 0 \quad \text{for} \quad \xi \in S, \tag{44}
\]

the integrals in (40) also vanish: conditions (43)–(44), together with the conditions (41a,b)–(42a,b) are dual conditions.

6. **The Green Function**

Consider the operator \( L_{\text{free}} \) defined by the restriction of the formal definition of \( L \) (32) to the subspace \( \bar{U} \subset U \) of fields satisfying the homogeneous initial conditions and the conditions of free surface defined by equations (41). Then, for any \( \phi \) belonging to the source space \( \Phi \), the equation

\[
L_{\text{free}} \hat{u} = \phi \tag{45}
\]

has one solution \( \hat{u} \), and only one (if we limit our consideration to functions regular enough).

This allows \( L_{\text{free}}^{-1} \) to be defined, the inverse of \( L_{\text{free}} \). It is named the Green operator, and is denoted \( \hat{G}_{\text{free}} \):

\[
\hat{G}_{\text{free}} = L_{\text{free}}^{-1}. \tag{46}
\]

Equation (45) is then solved formally by

\[
\hat{u} = \hat{G}_{\text{free}} \phi. \tag{47}
\]

An integral representation of (47) is written

\[
\hat{u}^i(x, t) = \int_{x'} dV(x') \int_{t_0}^{t_1} dt' \hat{G}^i_{\text{free}}(x, t; x', t') \phi^i(x', t'), \tag{48}
\]
and $\tilde{G}_{\text{free}}^{\prime\prime}(x, t; x', t')$, the kernel of the Green operator, is named the Green function.

Consider now the operator $L_{\text{free}}'$ defined by the restriction of the formal definition (32) to the subspace $\tilde{U} \subset U$ of fields satisfying the homogeneous final conditions and the conditions of free surface (with negative attenuation) defined by equations (42). Again, the equation

$$L_{\text{free}}' \tilde{u} = \phi$$

has one solution, and only one. Let us denote $\tilde{G}_{\text{free}}'$ the inverse of $L_{\text{free}}'$:

$$\tilde{G}_{\text{free}}' = (L_{\text{free}}')^{-1}. \tag{50}$$

Equation (49) is solved formally by

$$\tilde{u} = \tilde{G}_{\text{free}}' \phi,$$

or, introducing the kernel of $\tilde{G}_{\text{free}}'$,

$$\tilde{u}^i(x, t) = \int_V dV(x') \int_{t_0}^{t_1} dt' \tilde{G}_{\text{free}}^{\prime\prime}(x, t; x', t') \phi^i(x', t'). \tag{52}$$

By definition, we have

$$L_{\text{free}} \tilde{G}_{\text{free}} = I, \tag{53a}$$

$$L_{\text{free}}' \tilde{G}_{\text{free}} = I. \tag{53b}$$

Using the definitions of $L_{\text{free}}$ and $L_{\text{free}}'$, and the kernels of $\tilde{G}_{\text{free}}$ and $\tilde{G}_{\text{free}}'$, equations (53) take the explicit form

$$\rho(x) \frac{\partial^2 \tilde{G}_{\text{free}}^{ip}}{\partial t^2} (x, t; x', t') - \frac{\partial}{\partial x^j} \int_{-\infty}^{+\infty} \int_{-\infty}^{+\infty} dt'' dt'''' \tilde{G}_{\text{free}}^{ip}(x, t'', x', t') \frac{\partial \tilde{G}_{\text{free}}^{kp}}{\partial x^i} (x, t'', x', t') = \delta^{ip} \delta(x - x') \delta(t - t') \tag{54a}$$

$$n^i(\xi) \int_{-\infty}^{+\infty} dt'' \tilde{\Psi}_{ijkl}(\xi, t'', x', t') \frac{\partial \tilde{G}_{\text{free}}^{kl}}{\partial x^i} (\xi, t'', x', t') = 0 \quad \xi \in S \tag{54b}$$

$$\tilde{G}_{\text{free}}^{ip}(x, t; x', t') = 0 \quad \text{for} \quad t \leq t' \tag{54c}$$

$$\frac{\partial \tilde{G}_{\text{free}}^{ip}}{\partial t}(x, t; x', t') = 0 \quad \text{for} \quad t \leq t', \tag{54d}$$

and

$$\rho(x) \frac{\partial^2 \tilde{G}_{\text{free}}^{ip}}{\partial t^2} (x, t; x', t') - \frac{\partial}{\partial x^j} \int_{-\infty}^{+\infty} \int_{-\infty}^{+\infty} dt'' dt'''' \tilde{G}_{\text{free}}^{ip}(x, t'', x', t') \frac{\partial \tilde{G}_{\text{free}}^{kp}}{\partial x^i} (x, t'', x', t') = \delta^{ip} \delta(x - x') \delta(t - t') \tag{55a}$$

$$n^i(\xi) \int_{-\infty}^{+\infty} dt'' \tilde{\Psi}_{ijkl}(\xi, t'', x', t') \frac{\partial \tilde{G}_{\text{free}}^{kl}}{\partial x^i} (\xi, t'', x', t') = 0 \quad \xi \in S \tag{55b}$$
\[
\tilde{G}_{\text{free}}^{ip}(x, t; x', t') = 0 \quad \text{for} \quad t \geq t'
\]  
(55c)

\[
\frac{\partial\tilde{G}_{\text{free}}^{ip}}{\partial t}(x, t; x', t') = 0 \quad \text{for} \quad t \geq t'.
\]  
(55d)

As the inverse of the transposed equals the transposed of the inverse,

\[
\tilde{G}_{\text{free}} = (\tilde{G}_{\text{free}})^{\prime},
\]  
(56a)

and, as the kernel of the transposed has transposed variables,

\[
\tilde{G}_{\text{free}}^{ip}(x, t; x', t') = \tilde{G}_{\text{free}}^{pi}(x', t'; x, t).
\]  
(56b)

Notice that this is not a reciprocity relation: it relates \(\tilde{G}_{\text{free}}\) to \(\tilde{G}_{\text{free}}\), but it does not express an internal symmetry of \(\tilde{G}_{\text{free}}\). The reciprocity relationships are analyzed in Section 8.

If instead of \(L_{\text{free}}\) we define \(L_{\text{rigid}}\) as the restriction of \(L\) to the subspace of fields satisfying the homogeneous initial conditions and the conditions of rigid surface defined by equations (43), and \(L'_{\text{rigid}}\) as the restriction of \(L'\) to the subspace of fields satisfying the dual conditions defined by equations (42a,b) and (44), we can introduce \(\tilde{G}_{\text{rigid}}\) and \(\tilde{G}_{\text{rigid}}\) as above. The equivalent of equations (54)–(55) is

\[
\rho(x) \frac{\partial^2 \tilde{G}_{\text{rigid}}^{ip}}{\partial t^2}(x, t; x', t') - \frac{\partial}{\partial x'} \int_{-\infty}^{+\infty} dt'' \tilde{\Psi}^{ijkl}(x, t, t'') \frac{\partial \tilde{G}_{\text{rigid}}^{kp}}{\partial x^l}(x, t''; x', t')
\]

\[
= \delta^{ip} \delta(x - x') \delta(t - t')
\]  
(57a)

\[
\tilde{G}_{\text{rigid}}^{ip}(\xi, t; x', t') = 0 \quad \xi \in S
\]  
(57b)

\[
\tilde{G}_{\text{rigid}}^{ip}(x, t; x', t') = 0 \quad \text{for} \quad t \leq t'
\]  
(57c)

\[
\frac{\partial \tilde{G}_{\text{rigid}}^{ip}}{\partial t}(x, t; x', t') = 0 \quad \text{for} \quad t \leq t',
\]  
(57d)

and

\[
\rho(x) \frac{\partial^2 \tilde{G}_{\text{rigid}}^{ip}}{\partial t^2}(x, t; x', t') - \frac{\partial}{\partial x'} \int_{-\infty}^{+\infty} dt'' \tilde{\Psi}^{ijkl}(x, t, t'') \frac{\partial \tilde{G}_{\text{rigid}}^{kp}}{\partial x^l}(x, t''; x', t')
\]

\[
= \delta^{ip} \delta(x - x') \delta(t - t')
\]  
(58a)

\[
\tilde{G}_{\text{rigid}}^{ip}(\xi, t; \xi', t') = 0 \quad \xi \in S
\]  
(58b)

\[
\tilde{G}_{\text{rigid}}^{ip}(x, t; x', t') = 0 \quad \text{for} \quad t > t'
\]  
(58c)

\[
\frac{\partial \tilde{G}_{\text{rigid}}^{ip}}{\partial t}(x, t; x', t') = 0 \quad \text{for} \quad t > t',
\]  
(58d)

and we also have

\[
\tilde{G}_{\text{rigid}}^{ip}(x, t; x', t') = \tilde{G}_{\text{rigid}}^{pi}(x', t', x, t).
\]  
(59)
7. Representation Theorems

Let $\tilde{G}^{ip}(x, t; x', t')$ be any Green's function satisfying the wave equation associated with the dual problem (i.e., with negative attenuation in our case):

$$\rho(x) \frac{\partial^2 \tilde{G}^{ip}}{\partial t^2}(x, t; x', t') - \frac{\partial}{\partial x^j} \int_{-\infty}^{+\infty} dt'' \tilde{\Psi}^{ijkl}(x; t, t'') \frac{\partial \tilde{G}^{kp}}{\partial x^i}(x, t''; x', t') = \delta^{ip} \delta(x - x') \delta(t - t'),$$  \hspace{1cm} (60a)

and with final conditions of rest:

$$\tilde{G}^{ip}(x, t; x', t') = 0 \quad \text{for} \quad t \geq t' \quad \hspace{1cm} (60b)$$

$$\frac{\partial \tilde{G}^{ip}}{\partial t}(x, t; x', t') = 0 \quad \text{for} \quad t \geq t'. \hspace{1cm} (60c)$$

As no surface conditions have yet been specified, there exists an infinity of such Green's functions.

Let $u^i(x, t)$ be an arbitrary field, not necessarily satisfying a wave equation. For any $t', t_0 < t' < t_1$, we have

$$u^p(x', t') = \int_{\nu} dV(x) \int_{t_0}^{t_1} dt \delta^{ip} \delta(x - x') \delta(i - t') u^i(x, t). \hspace{1cm} (61)$$

Inserting (60a) into (61), using the final conditions (60b–c), integrating per parts, and using the divergence theorem gives (see Appendix B)

$$u^p(x', t') = \int_{\nu} dV(x) \int_{t_0}^{t_1} dt \tilde{\phi}^{ip}(x, t; x', t') \tilde{\phi}'(x, t)$$

$$+ \int_{s} dS(\xi) \int_{t_0}^{t_1} dt \tilde{G}^{ip}(\xi, t; x', t') \tilde{e}'(\xi, t)$$

$$- \int_{s} dS(\xi) \int_{t_0}^{t_1} dt \left[ n^i(\xi) \int_{-\infty}^{+\infty} dt'' \tilde{\Psi}^{ijkl}(\xi, t, t'') \frac{\partial \tilde{G}^{kp}}{\partial x^l}(\xi, t'', x', t') \right] u^i(\xi, t)$$

$$+ \int_{\nu} dV(x) \rho(x) \left[ \tilde{G}^{ip}(x, t_0; x', t') \frac{\partial u^i}{\partial t}(x, t_0) - \frac{\partial \tilde{G}^{ip}}{\partial t}(x, t_0; x', t') u^i(x, t_0) \right]$$

$$- \int_{\nu} dV(x) \int_{t_0}^{t_1} dt \frac{\partial \tilde{G}^{ip}}{\partial x^l}(x, t; x', t') \Sigma^{il}(x, t) \hspace{1cm} (62)$$

where

$$\tilde{\phi}'(x, t) = \rho(x) \frac{\partial^2 u^i}{\partial t^2}(x, t) - \frac{\partial}{\partial x^j} \int_{-\infty}^{+\infty} dt'' \tilde{\Psi}^{ijkl}(x; t, t'') \frac{\partial u^k}{\partial x^l}(x, t''), \hspace{1cm} (63)$$
\[ \Sigma_{ij}(x, t) = \int_{t_0}^{t} dt'' \Psi_{ijkl}(\xi; t, t'') \frac{\partial u^k}{\partial x^l}(x, t''), \quad (64) \]

and

\[ \tilde{\tau}^i(\xi, t) = n^i(\xi) \int_{-\infty}^{-\infty} dt'' \Psi_{ijkl}(\xi; t, t'') \frac{\partial u^k}{\partial x^l}(\xi, t''). \quad (65) \]

Equation (62) is a quite general representation theorem, but remember that the Green function is not defined uniquely. Notice that it is because we have imposed a negative attenuation in the definition (60) of \( \tilde{G} \) that we have in (63) and (65) expressions which correspond to the usual source field and surface tractions of a field propagating with positive attenuation.

**Example:** Let us be interested in a field \( \tilde{u}^i(x, t) \) defined, for \( t \in [t_0, t_1] \), by

\[ \rho(x) \frac{\partial^2 \tilde{u}^i}{\partial t^2}(x, t) - \frac{\partial \tilde{u}^j}{\partial x^j}(x, t) = \phi^i(x, t) \quad (66a) \]

\[ \tilde{\sigma}^{ij}(x, t) = \tilde{\sigma}^{ij}(x, t) + \int_{-\infty}^{+\infty} dt' \Psi_{ijkl}(x; t, t') \frac{\partial u^k}{\partial x^l}(x, t') \quad (66b) \]

\[ n^i(\xi) \tilde{\sigma}^{ij}(\xi, t) = \tilde{\tau}^i(\xi, t) \quad \text{for} \quad \xi \in \mathcal{S} \quad (66c) \]

and assume that the history of the field is known for \( t < t_0 \). Then, choosing for \( \tilde{G} \) the operator \( \tilde{G}_{\text{free}} \) satisfying free boundary conditions (55), introducing the transposed operator \( \tilde{G}_{\text{free}}^T \), using (62) we obtain, using equation (56b) and the divergence theorem, and relabelling variables,

\[ \tilde{u}^i(x, t) = \int_{\nu} dV(x') \int_{t_0}^{t_1} dt' \tilde{G}_{\text{free}}^{ij}(x, t; x', t') \phi^j(x', t') \]

\[ + \int_{\mathcal{S}} dS(\xi') \int_{t_0}^{t_1} dt' \tilde{G}_{\text{free}}^{ij}(x, t; \xi', t') \tau^j(\xi', t') \]

\[ - \int_{\nu} dV(x') \int_{t_0}^{t_1} dt' \frac{\partial \tilde{G}_{\text{free}}^{ij}}{\partial x^k}(x, t; x', t')(M^{jk}(x', t') + \Sigma^{jk}(x', t')) \]

\[ + \int_{\nu} dV(x') \rho(x') \left[ \tilde{G}_{\text{free}}^{ij}(x, t; x', t' = t_0) \frac{\partial \tilde{u}^i}{\partial t'}(x', t' = t_0) \right. \]

\[ \left. - \frac{\partial \tilde{G}_{\text{free}}^{ij}}{\partial t'}(x, t; x', t' = t_0) \tilde{u}^i(x', t' = t_0) \right], \quad (67) \]

where \( \Sigma^{ij}(x, t) \) is the stress due to the strain for \( t < t_0 \) not already relaxed:

\[ \Sigma^{ij}(x, t) = \int_{-\infty}^{t_0} dt' \Psi^{ijkl}(x; t, t') \frac{\partial u^k}{\partial x^l}(x, t'). \quad (68) \]
Notice that the partial derivatives of the Green function are with respect to the source space-time coordinates.

In equation (67) the fields \( \phi, \tau, M, \Sigma, u_0, \) and \( v_0, \) can be named ‘generalized sources’ of the field \( u. \) Then this equation defines a linear operator from the space of generalized sources into the space of displacements. This operator can be named the ‘generalized Green operator’.

### 8. Reciprocity Theorems

In the previous definition of Green functions, we have used a function \( \Psi^{ijkl}(x; t, t') \): the medium parameters may depend on time. Then there is no reciprocity relation satisfied.

If we assume that the medium parameters do not depend on time,

\[
\Psi^{ijkl}(x; t, t') = \Psi^{ijkl}(x; t - t', 0),
\]

then, changing \( t \) by \( -t \) switches from the dual problem defined by (55) into the primal problem (54), and the dual problem (58) into the primal problem (57). Then

\[
\tilde{G}^{ij}_{\text{free}}(x, t; x', t') = \tilde{G}^{ij}_{\text{free}}(x, -t; x', -t'),
\]

and

\[
\tilde{G}^{ij}_{\text{rigid}}(x, t; x', t') = \tilde{G}^{ij}_{\text{rigid}}(x, -t; x', -t').
\]

As the density \( \rho(x) \) is also independent on time, the whole wave equation is invariant by translation on time. Then

\[
\tilde{G}^{ij}_{\text{free}}(x, t; x', t') = \tilde{G}^{ij}_{\text{free}}(x, t - t'; x', 0),
\]

and

\[
\tilde{G}^{ij}_{\text{rigid}}(x, t; x', t') = \tilde{G}^{ij}_{\text{rigid}}(x, t - t'; x', 0).
\]

From (70) and (72) it follows the reciprocity relation for \( G_{\text{free}}: \)

\[
\tilde{G}^{ij}_{\text{free}}(x, \tau; x', 0) = \tilde{G}^{ij}_{\text{free}}(x', \tau; x, 0),
\]

while from (71) and (73) it follows the reciprocity relation for \( G_{\text{rigid}}: \)

\[
\tilde{G}^{ij}_{\text{rigid}}(x, \tau; x', 0) = \tilde{G}^{ij}_{\text{rigid}}(x', \tau; x, 0).
\]

The response at point \( x \) along the \( i \)-th axis for a source at point \( x' \) along the \( j \)-axis, equals the response at point \( x' \) along the \( j \)-axis for a source at point \( x \) along the \( i \)-th axis. For both experiments, the source starts at 0 and we record at \( \tau. \)
Notice that to any Green’s function $\tilde{G}^{ij}(x, t'; x', t')$ we can associate the Green function of the dual problem $\tilde{G}^{ij}(x, t; x', t')$, that they satisfy necessarily the property

$$
\tilde{G}^{ij}(x, t; x', t') = \tilde{G}^{ji}(x', t'; x, t),
$$

but that to satisfy a reciprocity property we need more structure: an equivalence between primal and dual problems under some change of variables.

9. The Born Approximation

Let us consider the field $u^i(x, t)$ defined by the system of equations

$$
\rho(x) \frac{\partial^2 u^i(x, t)}{\partial t^2} (x, t) - \frac{\partial \sigma^{ij}(x, t)}{\partial x^j} (x, t) = \phi^i(x, t),
$$

(77a)

$$
\sigma^{ij}(x, t) = M^{ij}(x, t) + \int_{-\infty}^{+\infty} dt' \Psi^{ijkl}(x, t - t') \frac{\partial u^k}{\partial x^l}(x, t'),
$$

(77b)

$$
n^i(\xi) \sigma^{ij}(\xi, t) = \tau^i(\xi, t) \quad \text{for} \quad \xi \in S,
$$

(77c)

$$
u^i(x, t_0) = \alpha^i(x),
$$

(77d)

$$
\frac{\partial u^i}{\partial t}(x, t_0) = \beta^i(x),
$$

(77e)

$$
u^i(x, t) = \gamma^i(x, t) \quad \text{for} \quad t < t_0.
$$

(77f)

A perturbation of the model parameters

$$
\rho(x) \to \rho(x) + \delta \rho(x)
$$

(78a)

$$
\Psi^{ijkl}(x, \tau) \to \Psi^{ijkl}(x, \tau) + \delta \Psi^{ijkl}(x, \tau)
$$

(78b)

leads to a perturbation of the displacement field

$$
u^i(x, t) \to \nu^i(x, t) + \delta \nu^i(x, t).
$$

(78c)

For the use of gradient methods, we need the first order approximation to $\delta u^i(x, t)$. Inserting (78) into (77), subtracting (77), and dropping second-order terms we arrive easily at

$$
\rho(x) \frac{\partial^2 \delta u^i}{\partial t^2} (x, t) - \frac{\partial \delta \sigma^{ij}}{\partial x^j} (x, t) = \delta \phi^i(x, t),
$$

(79a)

$$
\delta \sigma^{ij}(x, t) = \delta M^{ij}(x, t) + \int_{-\infty}^{+\infty} dt' \Psi^{ijkl}(x, t - t') \frac{\partial \delta u^k}{\partial x^l}(x, t'),
$$

(79b)

$$
n^i(\xi) \delta \sigma^{ij}(\xi, t) = 0 \quad \text{for} \quad \xi \in S,
$$

(79c)
\[ \delta u^i(x, t_0) = 0, \]  
\[ \frac{\partial \delta u^i}{\partial t}(x, t_0) = 0, \]  
\[ \delta u^i(x, t) = 0 \quad \text{for} \quad t < t_0, \]  
where \( \delta \phi \) and \( \delta M \) are the 'secondary Born sources':  
\[ \delta \phi^i(x, t) = -\delta \rho(x) \frac{\partial^2 u^i}{\partial t^2}(x, t), \]  
and  
\[ \delta M^j(x, t) = \int_{-\infty}^{+\infty} dt' \delta \Psi^{ijkl}(x; t, t') \frac{\partial u^k}{\partial x^j}(x, t'). \]

The field \( \delta u \) defined by this system of equations corresponds to the Born approximation to displacement perturbation. The intuitive interpretation of equations (79) is as follows. The field \( \delta u \) propagates in the unperturbed medium (because \( \rho(x) \) and \( \Psi^{ijkl}(x; t, t') \) appear in the left-hand side, but not \( \delta \rho(x) \) and \( \delta \Psi^{ijkl}(x; t, t') \)). Sources for this field exist where the medium has been perturbed. They are proportional to the perturbations \( \delta \rho(x) \) and \( \delta \Psi^{ijkl}(x; t, t') \), and to the reference field \( u^i(x, t) \). By comparison with equations (18) to (20), we see that the source corresponding to the density perturbation is a force density, while the one corresponding to the perturbation of the visco-elastic parameters is a moment density.

Using the representation theorem (67) we obtain  
\[ \delta u^p(x', t') = \int_V dV(x) \int_{t_0}^{t_1} dt' \tilde{G}_{\text{free}}^{pi}(x', t'; x, t) \delta \phi^i(x, t) \]  
\[ - \int_V dV(x) \int_{t_0}^{t_1} dt' \frac{\partial \tilde{G}_{\text{free}}^{pi}}{\partial x^j}(x', t'; x, t) \delta M^j(x, t). \]  
Equations (80)–(81) give the explicit expression to the Born approximation.

### 10. Least Squares in Functional Spaces

Assume that using sources \( \phi^i(x, t), \tau'(\xi, t) \) and \( M^j(x, t) \) (usually of only one type) we generate a displacement field \( \tilde{u}^i(x, t) \) in a medium described by the parameters \( \rho(x) \) and \( \Psi^{ijkl}(x, \tau) \), and that we measure the field \( \tilde{u}^i(x, t) \) at some receiver locations \( x_r (r = 1, 2, \ldots) \). We wish to use the observations \( \tilde{u}^i(x_r, t)_{\text{obs}} \) to infer the values of the parameters \( \rho(x) \) and \( \Psi^{ijkl}(x, \tau) \) describing the medium.

We assume here that the field \( \tilde{u}^i(x, t) \) satisfies homogeneous initial conditions, and propagates with a free surface. In this section, the notations \( L \) and \( G \) will stand
respectively for \( L_{\text{free}} \) and \( \mathcal{G}_{\text{free}} \) (or the corresponding generalized operators introduced in Section 7). The field \( \hat{u} \) is then defined by the equation \( L \hat{u} = \psi \), where \( \psi \) denotes the generalized sources (representing \( \phi'(x, t) \), \( \tau'(\xi, t) \), and/or \( M^\prime(x, t) \)). The operator \( L \) is a function of the medium parameters. To make this dependence explicit, we write \( L[m] \), where \( m \) represents a model of the medium, i.e., a set of functions \( \{ \rho(x), \Psi^{ijkl}(x, \tau) \} \). The models of the medium belong to the ‘model space’ \( M \).

Then, \( \hat{u} \) is defined by

\[
L[m] \hat{u} = \psi. \tag{82}
\]

The observed values \( \hat{u}'(x_r, t) \) will be denoted by \( d_{\text{obs}} \). The values \( \hat{u}'(x_r, t) \) calculated from a model \( m \) will be denoted by \( d_{\text{cal}} \) or \( d[m] \). The data vectors \( d \) belong to a ‘data space’ \( D \).

The aim of least-squares inversion (Tarantola and Valette, 1982a, 1982b; Tarantola, 1987) is to obtain the model \( m \) minimizing the misfit function.

\[
S[m] = \frac{1}{2}(\|d[m] - d_{\text{obs}}\|^2 + \|m - m_{\text{prior}}\|^2)
= \frac{1}{2} \left[ \langle C_D^{-1}(d[m] - d_{\text{obs}}), (d[m] - d_{\text{obs}}) \rangle + \langle C_M^{-1}(m - m_{\text{prior}}), (m - m_{\text{prior}}) \rangle \right],
\tag{83}
\]

where \( C_D \) is the covariance operator describing data uncertainties, \( m_{\text{prior}} \) is some a priori model, and \( C_M \) is the covariance operator describing uncertainties in \( m_{\text{prior}} \).

The gradient \( \gamma \) of the misfit function is defined by the first-order development

\[
S(m + \delta m) = S(m) + \langle \gamma, \delta m \rangle + O(\|\delta m\|^2).
\tag{84}
\]

It is an element of the dual of the model space (identified with the model space weighted by \( C_M^{-1} \)).

The direction of steepest ascent is then (Tarantola, 1987a)

\[
\gamma = C_M \hat{u},
\tag{85}
\]

and the algorithm of steepest descent for the minimization of \( S(m) \) is

\[
m_{n+1} = m_n - \alpha_n \gamma_n,
\tag{86}
\]

where \( \alpha_n \) is a constant sufficiently small to ensure

\[
S(m_{n+1}) < S(m_n).
\tag{87}
\]

Let us now formally compute the gradient of the misfit function. As the term \( \langle C_M^{-1}(m - m_{\text{prior}}), (m - m_{\text{prior}}) \rangle \) is quadratic in \( m \), it makes no problem, and is dropped (the reader will easily correct for it).

Formally, \( d \) is obtained by projecting the field \( \hat{u}'(x, t) \) into the observation points \( x_r \):

\[
d = P \hat{u},
\tag{88}
\]

where \( P \) is the projector \( (P^2 = P) \) defined by

\[
(P \hat{u})(x_r, t) = \hat{u}'(x_r, t).
\tag{89}
\]
The reader may easily verify that the transposed of $P$ is the operator defined by

$$
(P^t \delta)'(x, t) = \sum \delta(x - x_r) \delta'(x_r, t),
$$

(90)

where $\delta$ is an element of the dual of the data space (identified with the data space weighted by $C_D^{-1}$).

We have

$$
S(m) = \frac{1}{2} \langle C_D^{-1}(P\delta - d_{obs}), (P\delta - d_{obs}) \rangle,
$$

(91)

where

$$
L[m]u = \psi.
$$

(92)

A perturbation of the medium parameters

$$
m \rightarrow m + \delta m
$$

(93)

leads to

$$
S(m + \delta m) = \frac{1}{2} \langle C_D^{-1}(P(\delta + \Delta \delta) - d_{obs}), (P(\delta + \Delta \delta) - d_{obs}) \rangle,
$$

(94)

where $\Delta \delta$ is defined by

$$
L[m + \delta m](\delta + \Delta \delta) = \phi,
$$

(95)

and depends (nonlinearly) on $\delta m$. Let $\delta \delta$ denote the first order approximation to $\Delta \delta$:

$$
\Delta \delta = \delta \delta + O(\|\delta m\|^2).
$$

(96)

Then

$$
S(m + \delta m) = \frac{1}{2} \langle C_D^{-1}(P(\delta + \Delta \delta) - d_{obs}), (P(\delta + \Delta \delta) - d_{obs}) \rangle + O(\|\delta m\|^2)
$$

$$
= S(m) + \frac{1}{2} \langle C_D^{-1}(P\delta - d_{obs}), P\delta \delta \rangle + \frac{1}{2} \langle C_D^{-1} P \delta \delta, (P\delta - d_{obs}) \rangle
$$

$$
+ O(\|\delta m\|^2);
$$

as covariance operators are symmetric,

$$
S(m + \delta m) = S(m) + \langle C_D^{-1}(P\delta - d_{obs}), P\delta \delta \rangle + O(\|\delta m\|^2);
$$

and, introducing the transpose of the projector $P$,

$$
S(m + \delta m) = S(m) + \langle P^t C_D^{-1}(P\delta - d_{obs}), \delta \delta \rangle + O(\|\delta m\|^2).
$$

(97)

The field $\delta \delta$, first order approximation to $\Delta \delta$ corresponds to the Born approximation to $\Delta \delta$ (see Section 9). It corresponds then to the field created by some Born secondary generalized sources $\delta \psi$ and propagated into the unperturbed medium $m$:

$$
\delta \delta = G[m] \delta \psi.
$$

(98)

Equation (97) then becomes

$$
S(m + \delta m) = S(m) - \langle P^t C_D^{-1}(P\delta - d_{obs}), G\delta \psi \rangle + O(\|\delta m\|^2)
$$

$$
= S(m) - \langle \delta \delta, \delta \psi \rangle + O(\|m\|^2),
$$

(99)
where \( \hat{u} \) is defined by
\[
\hat{u} = G'P'C_D^{-1}(P\hat{u} - d_{obs}),
\]
(100a)
i.e.,
\[
L'\hat{u} = P'C_D^{-1}(P\hat{u} - d_{obs}).
\]
(100b)
The field \( \hat{u} \) is created by the sources \( P'C_D^{-1}(P\hat{u} - d_{obs}) \), and satisfies conditions dual to those satisfied by \( \hat{u} \).

The Born secondary sources \( \delta \psi \) depend linearly on \( \hat{u} \) and on \( \delta m \). Introducing the notation
\[
\delta \psi = (A\hat{u})\delta m
\]
(101)
leads to
\[
S(m + \delta m) = S(m) - \langle \hat{u}, (A\hat{u})\delta m \rangle + O(\| \delta m \|^2),
\]
and properly introducing the transpose of the operator \( (A\hat{u}) \),
\[
S(m + \delta m) = S(m) + \langle (A\hat{u})'\hat{u}, \delta m \rangle + O(\| \delta m \|^2).
\]
(102)
By comparison with (87), the last equation gives the gradient of the least squares misfit functional \( S' \):
\[
\hat{y} = (A\hat{u})'\hat{u}.
\]
(103)
Equation (88) gives then
\[
\gamma = C_M(A\hat{u})'\hat{u},
\]
(104)
and (89) finally gives
\[
m_{n+1} = m_n - \alpha_n C_M(A\hat{u}_n)'\hat{u}_n.
\]
(105)
All the partial steps needed for an iteration of the steepest descent algorithm are:

\[
\begin{align*}
L[m_n]\hat{u}_n &= \psi \quad &\text{(solve for } u_n) \\
\delta d_n &= P\hat{u}_n - d_{obs} \quad &\text{(compute data residuals)} \\
C_D\delta \hat{d}_n &= \delta d_n \quad &\text{(solve to obtain the weighted residuals)} \\
\delta \phi_n &= P'\delta \hat{d}_n \quad &\text{(consider these as sources)} \\
L'\hat{u}_n &= \delta \phi_n \quad &\text{(solve for } \hat{u}_n, \text{ i.e., propagate the sources with dual conditions, solving the dual problem)} \\
\hat{y}_n &= (A\hat{u}_n)'\hat{u}_n \quad &\text{(compute the gradient } \hat{y}_n, \text{ where } A \text{ has been defined in (101))} \\
\gamma_n &= C_M\hat{y}_n \quad &\text{(unweight the gradient)} \\
m_{n+1} &= m_n - \alpha_n \gamma_n \quad &\text{(update the model)}
\end{align*}
\]
(106)
The above formulas correspond to a crude steepest descent method. Current implementations of gradient methods for the inversion of seismic waveforms (Gauthier et al., 1986; Kolb, 1986; Mora, 1987; Pica, 1987) are rather based in conjugate gradients (e.g., Fletcher, 1981; Scales, 1985), which converge more rapidly.

11. The Inverse Problem of Interpretation of Seismic Waveforms

This section applies the results of the previous section to the problem of interpretation of seismic reflection data. Typically, a source is fired consecutively at different locations \(x_s\) (\(s = 1, 2, \ldots\)), and, for each source position, the displacement \(u^i\) is observed at some locations \(x_r\) (\(r = 1, 2, \ldots\)). In all rigor, the time variable \(t\) runs from \(-\infty\) to \(+\infty\) and there is only one source, concentrated at different points at different times. More intuitively, we can consider that the time variable is reset to \(t = t_0\) at each new shot, and we record the earth’s surface displacements until \(t = t_1\). In that case, it can easily be seen that the gradient of the misfit function for an experiment with different sources is simply the sum of the gradients corresponding to each source. We see thus that, with any of the two points of view, we can limit our consideration to an experiment with a single source.

The observed seismograms are denoted by \(u^i(x, t)_{\text{obs}}\), while the computed seismograms corresponding to the \(n\)-th earth model are denoted \(u^i(x, t)_n\). The recording time belongs to the interval \([t_0, t_1]\).

Let us take in order all the steps (106).

**Equation (106a):** \(L[m_n]u_n = \psi\). Let \(\rho(x)_n\) and \(\Psi^{ijkl}(x, \tau)_n\) denote the current earth model. If the sources of seismic waves are described by the force density \(\phi^i(x, t)\) the surface traction \(\tau^i(x, t)\) and/or the moment density \(M^{ij}(x, t)\) then the current displacement field \(\tilde{u}^i(x, t)_n\) is defined by

\[
\rho(x)_n \frac{\partial^2 \tilde{u}^i}{\partial t^2}(x, t)_n - \frac{\partial \tilde{\sigma}^{ij}}{\partial x^j}(x, t)_n = \phi^i(x, t), \tag{107a}
\]

\[
\tilde{\sigma}^{ij}(x, t)_n = M^{ij}(x, t) + \int_{-\infty}^{+\infty} dt' \Psi^{ijkl}(x, t - t') \frac{\partial \tilde{u}^k}{\partial x^l}(x, t')_n, \tag{107b}
\]

\[
n^i(\xi)\tilde{\sigma}(\xi, t)_n = \tau^i(\xi, t) \quad \text{for} \quad \xi \in S, \tag{107c}
\]

\[
\tilde{u}^i(x, t_0)_n = 0, \tag{107d}
\]

\[
\frac{\partial \tilde{u}^i}{\partial t}(x, t_0)_n = 0, \tag{107e}
\]

\[
\tilde{u}^i(x, t)_n = 0 \quad \text{for} \quad t < t_0, \tag{107f}
\]
where a free surface and homogeneous initial conditions are assumed. The computation of the field $\tilde{u}^i(x, t)_n$ can be performed using any numerical method, as, for instance, finite-differences (ALTERMAN and KARAL, 1968; VIRIEUX, 1986).

**Equation (106b):** $\delta d_n = P\tilde{u}_n - d_{obs}$. This simply corresponds to the definition of the residuals at the receiver locations:

$$\delta d^i(x_r, t)_n = \tilde{u}^i(x_r, t)_n - \tilde{u}^i(x_r, t)_{obs}. \quad (108)$$

**Equation (106c):** $C_D\delta \tilde{d}_n = \delta d_n$. As an example, assume independent and uniform uncertainties. Then,

$$\delta d^i(x_r, t)_n = \frac{1}{\sigma^2} \delta d^i(x, t)_n. \quad (109)$$

Of course, other more realistic choices of the covariance operator describing experimental uncertainties can be made.

**Equation (106d):** $\delta \phi_n = P^i \delta \tilde{d}_n$. From equation (90) we obtain

$$\delta \phi^i(x, t)_n = \sum_r \delta(x - x_r) \delta d^i(x_r, t)_n. \quad (110)$$

This corresponds to a composite source, one point source at each receiver location, radiating the weighted residuals in phase.

**Equation (106e):** $L'\tilde{u}_n = \delta \phi_n$. As demonstrated in Section 5, to compute the field $\tilde{u}^i(x, t)_n$, solution of $L'\tilde{u}_n = \delta \phi_n$, means to solve the differential system

$$\rho(x)_n \frac{\partial^2 \tilde{u}^i(x, t)_n}{\partial t^2} - \frac{\partial \tilde{u}^j}{\partial x^i}(x, t)_n = \delta \phi^i(x, t)_n, \quad (111a)$$

$$\tilde{\sigma}^j(x, t)_n = \int_{-\infty}^{+\infty} dt' \tilde{\Psi}^{ijkl}(x, t - t')_n \frac{\partial \tilde{u}^k}{\partial x^i}(x, t')_n, \quad (111b)$$

$$n^j(\xi) \tilde{\sigma}(\xi, t) = 0 \quad \text{for} \quad \xi \in S, \quad (111c)$$

$$\tilde{u}^i(x, t_1)_n = 0, \quad (111d)$$

$$\frac{\partial \tilde{u}^i}{\partial t}(x, t_1)_n = 0, \quad (111e)$$

$$\tilde{u}^i(x, t)_n = 0 \quad \text{for} \quad t > t_1, \quad (111f)$$

where instead of a quiescent past, the field has a quiescent future, and where the attenuation is negative (anti-causal). To solve this problem, we can use the same computer code needed to solve the system (107), reversing the time (see GAUTHIER et al., 1986) and changing $\tilde{\Psi}^{ijkl}(x, \tau)$ by $\tilde{\Psi}^{ijkl}(x, \tau) = \tilde{\Psi}^{ijkl}(x, -\tau)$. Notice that a reverse-time propagation with negative attenuation is numerically as stable as a forward time propagation with positive attenuation.
Equation (106f): \( \hat{\gamma}_n = (A\hat{u}_n)' \hat{u}_n \). Once the field \( \hat{u}^i(x, t)_n \) has been computed, we can turn to the computation of the gradient. The operator \( A \) is defined by equation (101):
\[
\delta \psi_n = (A\hat{u}_n)\delta m,
\]
(101 again)
where \( \delta \psi_n \) is the Born secondary generalized source corresponding to the perturbation \( \delta m = \{ \delta \rho, \delta \Psi^{ijkl} \} \). Using the results of Section 9 gives
\[
\langle \hat{u}_n, (A\hat{u}_n)\delta m \rangle = \langle \hat{u}_n, \delta \psi_n \rangle = + \int_V dV(x) \left[ \int_{t_0}^{t_1} dt \hat{\theta}^i(x, t) \hat{v}^i(x, t) \right] \delta \rho(x)
- \int_V dV(x) \int_{-\infty}^{+\infty} dt' \left[ \int_{t_0}^{t_1} dt \hat{\theta}^{ij}(x, t) \hat{\theta}^{kl}(x, t - t') \right] \delta \psi(x, t').
\]
(112)
As, by definition of transpose,
\[
\langle \hat{u}_n, (A\hat{u}_n)\delta m \rangle = \langle (A\hat{u}_n)' \hat{u}_n, \delta m \rangle,
\]
(113)
the components of the gradient follow using (103):
\[
\hat{\gamma}_\rho(x)_n = \hat{\theta}^i(x, t)_n \otimes \hat{v}^i(x, t)_n \big|_{t=0},
\]
(114)
and
\[
\hat{\gamma}^{ijkl}_\Psi(x, t)_n = - \hat{\theta}^{ij}(x, t)_n \otimes \hat{\theta}^{kl}(x, t)_n,
\]
(115)
where the time correlation between two functions \( f(t) \) and \( g(t) \) has been defined by
\[
f(t) \otimes g(t) = \int_{t_0}^{t_1} dt' f(t') g(t' - t).
\]
(116)

In Appendix C, I give a more direct demonstration of formulas (114)–(115).

If we are not interested in the attenuating properties of the medium, but only in the elastic properties, we make the hypothesis
\[
\Psi^{ijkl}(x, \tau) = \delta^{ijkl}(x) \delta(\tau).
\]
(8 again)
Instead of modifying the theory to compute the gradient with respect to the elastic stiffness, it is clear that only the correlations (155) at zero lag can contribute. Then,
\[
\hat{\gamma}^{ijkl}_c(x)_n = \hat{\theta}^{ij}(x, t)_n \otimes \hat{\theta}^{kl}(x, t)_n \big|_{t=0},
\]
(117)
which corresponds to the result demonstrated by TARANTOLA (1987b).

Equation (106g): \( \gamma_n = C_M \hat{\gamma} \). The operator \( C_M \) describes the confidence we have on our \textit{a priori} model. Assuming for instance that the uncertainties on density are independent on the uncertainties on the rate-of-relaxation function,
\[
C_M = \begin{bmatrix} C_\rho & 0 \\ 0 & C_\Psi \end{bmatrix},
\]
(118)
gives, introducing the corresponding covariance functions,

\[ \gamma_{\rho}(x)_n = \int_V dV(x') C_{\rho}(x, x') \gamma_{\rho}(x')_n, \tag{119a} \]

and

\[ \gamma_{ijkl}(x, \tau)_n = \int_V dV(x') \int_{-\infty}^{+\infty} dt' C_{ijklpqrs}(x, \tau; x', \tau') \gamma_{ijklpqrs}(x', \tau')_n. \tag{119b} \]

Equation (106h): \( m_{n+1} = m_n - \alpha_n \gamma_n \). This gives, finally,

\[ \rho(x)_{n+1} = \rho(x)_n - \alpha_n \gamma_{\rho}(x)_n, \tag{120} \]

and

\[ \Psi_{ijkl}(x, \tau)_{n+1} = \Psi_{ijkl}(x, \tau)_n - \alpha_n \gamma_{ijkl}(x, \tau)_n. \tag{121} \]

12. Discussion and Conclusion

For the purposes of inversion of seismic waveforms it seems better to introduce a completely general rate-of-relaxation function \( \Psi_{ijkl}(x, \tau) \) rather than to use a particular model (Standard linear solid, Constant \( Q \), etc.). Some seismic data sets at least seem to contain enough information to give useful constraints on \( \Psi_{ijkl}(x, \tau) \), as for instance seismic reflection data.

The representation theorems are as simple with this general linear model as for the particular perfectly elastic model. Only a supplementary stress term appears, which is due to the history of deformation before the initial time. Reciprocity is also satisfied.

The formulas given in Section 11 correspond to a steepest descent method. Practically, considerable modification must be introduced. For instance, conjugate gradients may be used in stead of steepest descent. But more fundamentally, I suggest not using at the outset all the components of the gradient that may be computed. First invert for elastic parameters, and, after convergence, allow attenuation to be introduced. This means that, at the beginning, only the values for zero lag of the correlations (115) should be taken into account.

In fact, as suggested by Tarantola (1986) the elastic parameters themselves are highly hierarchized. For instance, with seismic reflection surface data, the long wavelengths of the \( P \)-wave velocity have to be first computed, then the \( P \)-wave impedance (product of density by velocity). When a good model has been obtained, the \( S \)-wave velocity and \( S \)-wave impedance can be computed.

When all these things have satisfactorily converged, then formula (115) is allowed to one one step further, and to obtain the best model of attenuation.
Appendix A: Transposed of the Wave Equation Operator. Dual Conditions

The operators \( L \) and \( L' \) have been defined by:

\[
(Lu)^i(x, t) = \rho(x) \frac{\partial^2 u^i}{\partial t^2} (x, t) - \frac{\partial}{\partial x^i} \int_{-\infty}^{+\infty} dt' \Psi^{ijkl}(x, t, t') \frac{\partial u^k}{\partial x^l}(x, t'),
\]

(A-1)

and

\[
(L'u)^i(x, t) = \rho(x) \frac{\partial^2 u^i}{\partial t^2} (x, t) - \frac{\partial}{\partial x^i} \int_{-\infty}^{+\infty} dt' \Psi^{ijkl}(x, t, t') \frac{\partial u^k}{\partial x^l}(x, t'),
\]

(A-2)

where \( \Psi^{ijkl}(x; t, t') \) is a causal function,

\[
\Psi^{ijkl}(x; t, t') = 0 \quad \text{for} \quad t < t',
\]

(A-3)

and

\[
\Psi^{ijkl}(x; t, t') = \tilde{\Psi}^{ijkl}(x; t', t).
\]

(A-4)

We have

\[
\langle \tilde{u}, L\tilde{u} \rangle_\Phi - \langle L'\tilde{u}, \tilde{u} \rangle_U = \int_V dV(x) \int_{t_0}^{t_1} dt \tilde{u}^i(x, t) (L\tilde{u})^i(x, t)
\]

\[
- \int_V dV(x) \int_{t_0}^{t_1} dt (L'\tilde{u})^i(x, t) \tilde{u}^i(x, t),
\]

and, inserting (A-1) and (A-2),

\[
\langle \tilde{u}, L\tilde{u} \rangle_\Phi - \langle L'\tilde{u}, \tilde{u} \rangle_U = A + B,
\]

(A-5)

where

\[
A = \int_V dV(x) \rho(x) \int_{t_0}^{t_1} dt \left[ \tilde{u}^i(x, t) \frac{\partial^2 \tilde{u}^i}{\partial t^2} (x, t) - \frac{\partial^2 \tilde{u}^i}{\partial t^2} (x, t) \tilde{u}^i(x, t) \right],
\]

(A-6)

and

\[
B = -\int_V dV(x) \int_{t_0}^{t_1} dt \tilde{u}^i(x, t) \left[ \frac{\partial}{\partial x^i} \int_{-\infty}^{+\infty} dt' \Psi^{ijkl}(x; t, t') \frac{\partial \tilde{u}^k}{\partial x^l}(x, t') \right]
\]

\[
+ \int_V dV(x) \int_{t_0}^{t_1} dt \left[ \frac{\partial}{\partial x^i} \int_{-\infty}^{+\infty} dt' \tilde{\Psi}^{ijkl}(x; t, t') \frac{\partial \tilde{u}^k}{\partial x^l}(x, t') \right] \tilde{u}^i(x, t).
\]

(A-7)

As

\[
\frac{\partial}{\partial t} \left[ \tilde{u}^i(x, t) \frac{\partial^2 \tilde{u}^i}{\partial t^2} (x, t) - \frac{\partial^2 \tilde{u}^i}{\partial t^2} (x, t) \tilde{u}^i(x, t) \right] = \tilde{u}^i \frac{\partial^2 \tilde{u}^i}{\partial t^2} - \frac{\partial^2 \tilde{u}^i}{\partial t^2} \tilde{u}^i;
\]

we have

\[
A = \int_V dV(x) \rho(x) \left[ \tilde{u}^i(x, t) \frac{\partial^2 \tilde{u}^i}{\partial t^2} (x, t) - \frac{\partial^2 \tilde{u}^i}{\partial t^2} (x, t) \tilde{u}^i(x, t) \right] \bigg|_{t = -t_0}^{t = t_1}.
\]

(A-8)
Equation (A-7) can be rewritten

\[ B = C + D, \]

where

\[
C = - \int_V dV(x) \int_{t_0}^{t_1} dt \frac{\partial}{\partial x^j} \left[ \tilde{u}^j(x, t) \left[ \int_{-\infty}^{\infty} dt' \Psi^{ijkl}(x; t, t') \frac{\partial \tilde{u}^k}{\partial x^l}(x, t') \right] \right]
\+
\int_V dV(x) \int_{t_0}^{t_1} dt \frac{\partial}{\partial x^j} \left[ \int_{-\infty}^{\infty} dt' \Psi^{ijkl}(x; t, t') \frac{\partial \tilde{u}^k}{\partial x^l}(x, t') \right] \tilde{u}^j(x, t), \tag{A-10}
\]

and

\[
D = + \int_V dV(x) \int_{t_0}^{t_1} dt \frac{\partial \tilde{u}^i}{\partial x^j}(x, t) \left[ \int_{-\infty}^{\infty} dt' \Psi^{ijkl}(x; t, t') \frac{\partial \tilde{u}^k}{\partial x^l}(x, t') \right]
= \int_V dV(x) \int_{t_0}^{t_1} dt \left[ \int_{-\infty}^{\infty} dt' \Psi^{ijkl}(x; t, t') \frac{\partial \tilde{u}^k}{\partial x^l}(x, t') \right] \tilde{u}^i(x, t). \tag{A-11}
\]

Using the divergence theorem gives

\[
C = - \int_S dS(\xi) \int_{t_0}^{t_1} dt \tilde{u}^i(\xi, t) \left[ n^j(\xi) \int_{-\infty}^{\infty} dt' \Psi^{ijkl}(\xi; t, t') \frac{\partial \tilde{u}^k}{\partial x^l}(\xi, t') \right]
\+
\int_S dS(\xi) \int_{t_0}^{t_1} dt \left[ n^j(\xi) \int_{-\infty}^{\infty} dt' \Psi^{ijkl}(\xi; t, t') \frac{\partial \tilde{u}^k}{\partial x^l}(\xi, t') \right] \tilde{u}^i(\xi, t). \tag{A-12}
\]

The term \( D \) can be rewritten

\[
D = + \int_V dV(x) \int_{t_0}^{t_1} dt \frac{\partial \tilde{u}^i}{\partial x^j}(x, t) \left[ \left[ \int_{-\infty}^{t_0} dt' + \int_{t_0}^{t_1} dt' + \int_{t_1}^{\infty} dt' \right] \Psi^{ijkl}(x; t, t') \frac{\partial \tilde{u}^k}{\partial x^l}(x, t') \right]
\-
\int_V dV(x) \int_{t_0}^{t_1} dt \left[ \left[ \int_{-\infty}^{t_0} dt' + \int_{t_0}^{t_1} dt' + \int_{t_1}^{\infty} dt' \right] \Psi^{ijkl}(x; t, t') \frac{\partial \tilde{u}^k}{\partial x^l}(x, t') \right] \frac{\partial \tilde{u}^i}{\partial x^j}(x, t),
\]
or, using the causality and anti-causality properties \( \Psi^{ijkl}(x; t, t') \) and \( \Psi^{ijkl}(x; t, t') \) respectively,

\[
D = \int_V dV(x) \int_{t_0}^{t_1} dt \frac{\partial \tilde{u}^i}{\partial x^j}(x, t) \left[ \left[ \int_{-\infty}^{t_0} dt' + \int_{t_0}^{t_1} dt' \right] \Psi^{ijkl}(x; t, t') \frac{\partial \tilde{u}^k}{\partial x^l}(x, t') \right]
\-
\int_V dV(x) \int_{t_0}^{t_1} dt \left[ \left[ \int_{-\infty}^{t_0} dt' + \int_{t_0}^{t_1} dt' \right] \Psi^{ijkl}(x; t, t') \frac{\partial \tilde{u}^k}{\partial x^l}(x, t') \right] \frac{\partial \tilde{u}^i}{\partial x^j}(x, t), \tag{A-13}
\]
i.e.,

\[ D = E + F, \]
where
\[
E = + \int_V dV(x) \int_{t_0}^{t_1} dt \int_{t_0}^{t_1} dt' \frac{\partial \tilde{u}^i}{\partial \tilde{x}^j}(x, t) \tilde{\Psi}^{ijkl}(x; t, t') \frac{\partial \tilde{u}^k}{\partial \tilde{x}^l}(x, t') - \int_V dV(x) \int_{t_0}^{t_1} dt \int_{t_0}^{t_1} dt' \tilde{\Psi}^{ijkl}(x; t, t') \frac{\partial \tilde{u}^k}{\partial \tilde{x}^l}(x, t') \frac{\partial \tilde{u}^i}{\partial \tilde{x}^j}(x, t),
\]  
(A-14)

and
\[
F = + \int_V dV(x) \int_{t_0}^{t_1} dt \frac{\partial \tilde{u}^i}{\partial \tilde{x}^j}(x, t) \left[ \int_{-\infty}^{t_0} dt'' \tilde{\Psi}^{ijkl}(x; t, t'') \frac{\partial \tilde{u}^k}{\partial \tilde{x}^l}(x, t'') \right] - \int_V dV(x) \int_{t_0}^{t_1} dt \left[ \int_{t_1}^{+\infty} dt'' \tilde{\Psi}^{ijkl}(x; t, t'') \frac{\partial \tilde{u}^k}{\partial \tilde{x}^l}(x, t'') \right] \frac{\partial \tilde{u}^i}{\partial \tilde{x}^j}(x, t).
\]  
(A-15)

Using (A-4) and the symmetries between indexes \(ij\) and \(kj\) gives
\[
E = 0.
\]  
(A-16)

This ends the proof for equation (39) of the text.

Appendix B: Representation Theorem

Let \(\tilde{G}^{ip}(x, t; x', t')\) be defined by
\[
\rho(x) \frac{\partial^2 \tilde{G}^{ip}}{\partial t^2}(x, t; x', t') - \frac{\partial}{\partial \tilde{x}^j} \int_{-\infty}^{+\infty} dt'' \tilde{\Psi}^{ijkl}(x; t, t'') \frac{\partial \tilde{G}^{kp}}{\partial \tilde{x}^l}(x, t''; x', t') = \delta^{ip}(x - x')\delta(t - t'),
\]  
(B-1a)

\[
\tilde{G}^{ip}(x, t; x', t') = 0 \quad \text{for} \quad t \geq t'
\]  
(B-1b)

\[
\frac{\partial \tilde{G}^{ip}}{\partial t}(x, t; x', t') = 0 \quad \text{for} \quad t \geq t',
\]  
(B-1c)

where \(\tilde{\Psi}^{ijkl}(x; t, t')\) is anti-causal:
\[
\tilde{\Psi}^{ijkl}(x; t, t') = 0 \quad \text{for} \quad t > t'.
\]  
(B-2)

For an arbitrary function \(u^i(x, t)\) we have, for any \(t', t_0 < t' < t_1,\)
\[
u^p(x', t') = \int_V dV(x) \int_{t_0}^{t_1} dt \delta^{ip} \delta(x - x')\delta(t - t')u^i(x, t).
\]  
(B-3)

Inserting (B-1a), into (B-3) gives
\[
u^p(x', t') = A + B,
\]  
(B-4)

where
\[
A = \int_V dV(x) \rho(x) \int_{t_0}^{t_1} dt \frac{\partial^2 \tilde{G}^{ip}}{\partial t^2}(x, t; x', t')u^i(x, t),
\]  
(B-5)
and
\[ B = - \int_v dV(x) \int_{t_0}^{t_1} dt \left[ \frac{\partial}{\partial x^j} \int_{-\infty}^{+\infty} dt'' \Psi^{ijkl}(x; t, t'') \frac{\partial \tilde{G}^{kp}}{\partial x^l} (x, t''; x', t') \right] u'(x, t). \] (B-6)

As
\[ \frac{\partial^2 \tilde{G}^{ip}}{\partial t^2} u' = \frac{\partial}{\partial t} \left[ \frac{\partial \tilde{G}^{ip}}{\partial t} u' - \tilde{G}^{ip} \frac{\partial u'}{\partial t} \right] + \tilde{G}^{ip} \frac{\partial^2 u'}{\partial t^2}, \]
and, as \( \tilde{G}^{ip}(x, t; x', t') \) is anti-causal, we have
\[ A = \int_v dV(x) \int_{t_0}^{t_1} dt \tilde{G}^{ip}(x, t; x', t') \rho(x) \frac{\partial^2 u'}{\partial t^2} (x, t) \]
\[ - \int_v dV(x) \rho(x) \left[ \frac{\partial \tilde{G}^{ip}}{\partial t} (x, t_0; x', t') u'(x, t_0) - \tilde{G}^{ip}(x, t_0; x', t') \frac{\partial u'}{\partial t} (x, t_0) \right]. \] (B-7)

Equation (B-6) can be rewritten
\[ B = C + D, \] (B-8)

where
\[ C = - \int_v dV(x) \int_{t_0}^{t_1} dt \frac{\partial}{\partial x^j} \left[ \int_{-\infty}^{+\infty} dt'' \Psi^{ijkl}(x; t, t'') \frac{\partial \tilde{G}^{kp}}{\partial x^l} (x, t''; x', t') \right] u'(x, t). \] (B-9)

and
\[ D = + \int_v dV(x) \int_{t_0}^{t_1} dt \left[ \int_{-\infty}^{+\infty} dt'' \Psi^{ijkl}(x; t, t'') \frac{\partial \tilde{G}^{kp}}{\partial x^l} (x, t''; x', t') \right] \frac{\partial u'}{\partial x^j}(x, t). \] (B-10)

Using the divergence theorem gives
\[ C = - \int_S dS(\xi) \int_{t_0}^{t_1} dt \left[ n^i(\xi) \int_{-\infty}^{+\infty} dt'' \Psi^{ijkl}(x; t, t'') \frac{\partial \tilde{G}^{kp}}{\partial x^l} (x, t''; x', t') \right] u'(x, t). \] (B-11)

Using
\[ \Psi^{ijkl}(x; t, t'') = \overline{\Psi}^{klji}(x; t'', t) \] (B-12)
changing \( t \leftrightarrow t'' \), \( ij \leftrightarrow kl \), and reordering gives
\[ D = \int_v dV(x) \int_{-\infty}^{+\infty} dt \frac{\partial \tilde{G}^{ip}}{\partial x^j} (x, t; x', t') \int_{t_0}^{t_1} dt'' \overline{\Psi}^{ijkl}(x; t, t'') \frac{\partial u^k}{\partial x^l} (x, t''). \] (B-13)

The anti-causality property of \( \tilde{G}^{ip}(x, t; x', t') \) and the causality property of \( \overline{\Psi}^{ijkl}(x; t, t') \) allow to change the bounds of integration:
\[ D = \int_v dV(x) \int_{t_0}^{t_1} dt \frac{\partial \tilde{G}^{ip}}{\partial x^j} (x, t; x', t') \int_{t_0}^{+\infty} dt'' \overline{\Psi}^{ijkl}(x; t, t'') \frac{\partial u^k}{\partial x^l} (x, t''), \] (B-14)
i.e.,
\[
D = \int_V dV(x) \int_{t_0}^{t_1} dt \frac{\partial \tilde{G}^{ip}}{\partial x^j}(x, t; x', t') \left[ \int_{-\infty}^{+\infty} dt'' - \int_{-\infty}^{t_0} dt'' \right] \tilde{\Psi}^{ijkl}(x; t, t'') \frac{\partial u^k}{\partial x^l}(x, t'').
\]

This gives
\[
D = E + F,
\]
where
\[
E = + \int_V dV(x) \int_{t_0}^{t_1} dt \frac{\partial \tilde{G}^{ip}}{\partial x^j}(x, t; x', t') \int_{-\infty}^{+\infty} dt'' \tilde{\Psi}^{ijkl}(x; t, t'') \frac{\partial u^k}{\partial x^l}(x, t''),
\]
and
\[
F = - \int_V dV(x) \int_{t_0}^{t_1} dt \frac{\partial \tilde{G}^{ip}}{\partial x^j}(x; t; x', t') \int_{-\infty}^{t_0} dt'' \tilde{\Psi}^{ijkl}(x; t, t'') \frac{\partial u^k}{\partial x^l}(x, t'').
\]

Equation (B-17) can be written
\[
E = G + H,
\]
where
\[
G = + \int_V dV(x) \int_{t_0}^{t_1} dt \frac{\partial}{\partial x^j} \left[ \tilde{G}^{ip}(x, t; x', t') \int_{-\infty}^{+\infty} dt'' \tilde{\Psi}^{ijkl}(x; t, t'') \frac{\partial u^k}{\partial x^l}(x, t'') \right],
\]
and
\[
H = - \int_V dV(x) \int_{t_0}^{t_1} dt \tilde{G}^{ip}(x, t; x', t') \left[ \frac{\partial}{\partial x^j} \int_{-\infty}^{+\infty} dt'' \tilde{\Psi}^{ijkl}(x; t, t'') \frac{\partial u^k}{\partial x^l}(x, t'') \right].
\]

Using the divergence theorem gives
\[
G = + \int_S dS(\xi) \int_{t_0}^{t_1} dt \tilde{G}^{ip}(\xi, t; x', t') \left[ n^i(\xi) \int_{-\infty}^{+\infty} dt'' \tilde{\Psi}^{ijkl}(\xi; t, t'') \frac{\partial u^k}{\partial x^l}(\xi, t'') \right].
\]

This ends the proof for equation (62) of the text.

Appendix C: Alternative Computation of the Gradient

The calculated displacement at the receiver locations \( \mathbf{d} = \{ \hat{u}(x_r, t) \} \), is a nonlinear function of the model parameters \( \mathbf{m} = \{ \rho(x), \tilde{\Psi}^{ijkl}(x, \tau) \} \). A perturbation of the model
parameters

\[ \rho(x) \to \rho(x) + \delta \rho(x) \]  
(C-1a)

\[ \Psi_{ijkl}(x, \tau) \to \Psi_{ijkl}(x, \tau) + \delta \Psi_{ijkl}(x, \tau) \]  
(C-1b)

leads to a perturbation of the displacement field

\[ \tilde{u}^i(x_r, t) \to \tilde{u}^i(x_r, t) + \delta \tilde{u}^i(x_r, t). \]  
(C-1c)

Writing the first-order approximation of \( \delta d = \{ \delta \tilde{u}^i(x_r, t) \} \) as

\[ \delta d = A \delta \rho + B \delta \Psi, \]  
(C-2a)

or, explicitly,

\[ \delta \tilde{u}^i(x_r, t) = \int_V dV(x) A^i(x_r, t; x) \delta \rho(x) + \int_V dV(x) \int_{-\infty}^{+\infty} d\tau B_{ijklm}^i(x_r, t; x, \tau) \delta \Psi_{ijklm}(x_r, \tau), \]  
(C-2b)

defines the derivative operators of calculated displacements with respect to model parameters and their kernels.

As demonstrated in Section 9,

\[ \delta \tilde{u}^p(x', t') = - \int_V dV(x) \int_{t_0}^{t_1} dt \tilde{G}_{\text{free}}^{pi}(x', t'; x, t) \delta \rho(x) \frac{\partial^2 \tilde{u}^i}{\partial t^2}(x, t) \]

\[ - \int_V dV(x) \int_{t_0}^{t_1} dt \frac{\partial \tilde{G}_{\text{free}}^{pi}}{\partial x^j}(x', t'; x, t) \int_{-\infty}^{+\infty} d\tau' \delta \Psi_{ijklm}(x; t, t') \frac{\partial \tilde{u}^k}{\partial x^l}(x, t'), \]  
(C-3)

which can also be written, at the receiver locations,

\[ \delta \tilde{u}^i(x_r, t) = \int_V dV(x) \left[ - \int_{t_0}^{t_1} dt' \tilde{G}_{\text{free}}^{ij}(x_r, t'; x, t') \frac{\partial^2 \tilde{u}^i}{\partial t'^2}(x, t') \right] \delta \rho(x) \]

\[ + \int_V dV(x) \int_{-\infty}^{+\infty} d\tau \left[ - \int_{t_0}^{t_1} dt' \frac{\partial \tilde{G}_{\text{free}}^{ij}}{\partial x^k}(x_r, t; x, t') \frac{\partial \tilde{u}^l}{\partial x^m}(x, t' - \tau) \right] \delta \Psi_{ijklm}(x, \tau). \]  
(C-4)

By comparison with (C-2) this gives

\[ A^i(x_r, t; x) = - \int_{t_0}^{t_1} dt' \tilde{G}_{\text{free}}^{ij}(x_r, t; x, t') \frac{\partial^2 \tilde{u}^i}{\partial t'^2}(x, t'), \]  
(C-5a)

and

\[ B_{ijklm}(x_r, t; x, \tau) = - \int_{t_0}^{t_1} dt' \frac{\partial \tilde{G}_{\text{free}}^{ij}}{\partial x^k}(x_r, t; x, t') \frac{\partial \tilde{u}^l}{\partial x^m}(x, t' - \tau). \]  
(C-5b)

The operators \( A \) and \( B \) defined by (C-5) map the density and rate-of-relaxation spaces into the data space. Their transposes map the dual of the data space into the
duals of the density and rate-of-relaxation spaces, i.e., for fixed \( \delta \hat{d} \) they give

\[
\delta \hat{\rho} = A^t \delta \hat{d}, \tag{C-6a}
\]

and

\[
\delta \hat{\Psi} = B^t \delta \hat{d}, \tag{C-6b}
\]

or, introducing their kernels,

\[
\delta \hat{\rho}(x) = \sum_r \int_{t_0}^{t_1} dt (A^t)^i(x, x_r, t) \delta \hat{u}^i(x_r, t), \tag{C-7a}
\]

and

\[
\delta \hat{\Psi}^{jklm}(x, \tau) = \sum_r \int_{t_0}^{t_1} dt (B^t)^{jklm}(x, \tau, x_r, t) \delta \hat{u}^i(x_r, t), \tag{C-7b}
\]

but, as the kernels of the transposes equal the transposes of the kernels, we can write

\[
\delta \hat{\rho}(x) = \sum_r \int_{t_0}^{t_1} dt A^i(x_r, t, x) \delta \hat{u}^i(x_r, t), \tag{C-8a}
\]

and

\[
\delta \hat{\Psi}^{jklm}(x, \tau) = \sum_r \int_{t_0}^{t_1} dt B^{jklm}(x_r, t, x, \tau) \delta \hat{u}^i(x_r, t), \tag{C-8b}
\]

i.e.,

\[
\delta \hat{\rho}(x) = -\sum_r \int_{t_0}^{t_1} dt \int_{t_0}^{t_1} dt' \tilde{G}^{ij}_{free}(x_r, t; x, t') \frac{\partial^2 \hat{u}^j}{\partial t'^2} (x, t') \delta \hat{u}^i(x_r, t), \tag{C-9a}
\]

and

\[
\delta \hat{\Psi}^{jklm}(x, \tau) = -\sum_r \int_{t_0}^{t_1} dt \int_{t_0}^{t_1} dt' \frac{\partial \tilde{G}^{ij}_{free}}{\partial x^k}(x_r, t; x, t') \frac{\partial \hat{u}^i}{\partial x^m}(x, t' - \tau) \delta \hat{u}^i(x_r, t). \tag{C-9b}
\]

Defining

\[
\hat{u}^i(x, t') = \sum_r \int_{t_0}^{t_1} dt \tilde{G}^{ij}(x_r, t; x, t') \delta \hat{u}^i(x_r, t) \tag{C-10}
\]

gives

\[
\delta \hat{\rho}(x) = -\int_{t_0}^{t_1} dt' \hat{u}^i(x, t') \frac{\partial^2 \hat{u}^j}{\partial t'^2} (x, t'), \tag{C-11a}
\]

and

\[
\delta \hat{\Psi}^{jklm}(x, \tau) = -\int_{t_0}^{t_1} dt' \frac{\partial \hat{u}^j}{\partial x^k}(x, t') \frac{\partial \hat{u}^i}{\partial x^m}(x, t' - \tau). \tag{C-11b}
\]
Using (56b) of the text, the definition (C-10) can be rewritten

$$\hat{u}^i(x, t') = \sum_r \int_{t_0}^{t_1} dt\hat{G}_{ji}(x, t'; x_r, t') \delta\hat{u}^i(x_r, t),$$

(C-12)
i.e.,

$$\hat{u}^i(x, t) = \int_V dV(x') \int_{t_0}^{t_1} dt' \hat{G}_{ji}(x, t'; x', t') \delta\phi^i(x', t'),$$

(C-13)
where

$$\delta\phi^i(x, t) = \sum_r \delta(x - x_r) \delta\hat{u}^i(x_r, t).$$

(C-14)

The representation theorem allows then the interpretation of $\hat{u}^i(x, t)$ as a field satisfying final conditions of rest, propagating with anti-causal attenuation, and due to the sources (C-14).

Using an integration per parts, the causality of $\hat{u}^i(x, t)$ and the anti-causality of $\hat{u}^i(x, t)$, equation (C-11a) can also be written

$$\delta\hat{p}(x) = \int_{t_0}^{t_1} dt' \frac{\partial\hat{u}^i}{\partial t'}(x, t') \frac{\partial u^i}{\partial t'}(x, t').$$

(C-11c)

Formulas (C-11b) and (C-11c) correspond to formulas (114)–(115) of the text.
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