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Materials & methods 

(a) Volume calculations from Digital Surface Models (DSMs), using satellite
stereo-photogrammetry (Pléiades satellite images) and structure from motion
(SfM)
The 2023-09-16 landslide volume was determined using the ArcticDEM Digital Elevation Model; (63) 
considered as the topography before the rockslide event, and two post-event topographies constructed 
from satellite stereo-photogrammetry applied to cloudless very-high resolution Pléiades satellite 
imagery acquired on 2023-09-29 and from Structure from Motion (SfM) model constructed from 
airborne photographs acquired on 2023-09-19. 

(i) Satellite Pléiades stereophotogrammetric topographic model of the area

The satellite stereo-photogrammetric model was constructed from a triplet of Pléiades panchromatic 
images (native spatial resolution: 0.70 m; spectral band: 0.47–0.83 µm) specifically tasked through the 
CIEST2 program of the French Solid Earth datahub ForM@Ter, and the French Space Agency 
(CNES). Cloudless images were acquired over the area on 2023-09-29 with incidence angles of 11°, 
91°, and 169° along the same orbital track in a single mode path between 14:25 and 14:26 UTC. The 
images were coded in primary mode (e.g., 12 bits per pixel) and in a GeoTIFF file format, which is 
the geometric processing level closest to the natural image acquired by the sensor. It ensures a high 
dynamic range at acquisition, anti-aliasing, high sharpness, and exhaustive preservation of the acquired 
information. Therefore, each pixel can take one value out of 4096 allowing the detection of subtle 
nuances at the beginning or the end of the energy spectrum, thus giving an increased capability to 
distinguish objects within the shadows of a mountain and pale-colored elements in very light/bright 
environments such as ice and bedrock such as in Greenland. This mode further ensures that the sensor 
is placed in rectilinear geometry and that the images are clear of all radiometric distortion. The Pléiades 
images are transferred in basic radiometric mode corresponding to raw data without radiometric 
processing. In this mode, each pixel is given in digital numbers, i.e., native pixel values from the sensor 
acquisition (after equalization). Those digital numbers quantify the energy recorded by the detector, 
corrected relative to the other detectors to avoid non-uniformity noise. Rational Polynomial 
Coefficients (RPCs) and the sensor model are provided with the product to apply tailored post-
processing techniques such as stereo-photogrammetry. The image coordinate system is WGS84. The 
photogrammetric generation of the Pléiades DSM is based on the DSM-OPT automated processing 
chain (en.poleterresolide.fr/dsm-opt-service/) built upon the open-source MicMac photogrammetric 
library and specific developments made for dense matching of multi-view satellite acquisitions. The 
DSM-OPT processing comprises tie-point detection and bundle adjustment of the three input Pléiades 
images to initially compensate for the relative biases in the RPC sensor models. Subsequently, dense 
matching is applied for the stereo triplets using a multi-directional dynamic programming approach (a 
variant of semi-global matching implemented in MicMac; github.com/micmacIGN/micmac). The 
target spatial resolution for the Pléiades DSM has been set to 1 m. The relative alignment of the 
Pléiades surface model is performed with ArcticDEM (tile of 2022-05-22) used as a reference; the 
iterative closest-point (ICP) algorithm implemented in the AMES stereo-pipeline 
(github.com/NeoGeographyToolkit/StereoPipeline) and the demcoreg library 
(demcoreg.readthedocs.io/) is used and applied on areas considered as stable in the images, e.g., not 
affected by the rockslide and by glacier motion. The residual biases and statistical dispersion of the 
elevation differences of the aligned Pléiades DSM, computed on these stable areas, are summarized 
by a mean and a standard deviation of, respectively, 0.10 m and 1.21 m. The aligned Pleiades DSM 
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was then geocoded in the UTM25N coordinate system.  

(ii) Structure from Motion airborne topographic model of the area  

The Structure from Motion (SfM) model used 68 photographs, including 16 acquired by a DJI Mini 3 
Pro Uncrewed Aerial Vehicle (UAV) flight over the lower section of the glacier and 52 photographs 
taken manually with a Canon EOS 5D Mark IV camera during an overflight of the landslide area by 
the Royal Danish Air Force. The photographs were processed in Agisoft Metashape v. 2.0.1. Six 
control points for SfM processing were generated from the Arctic DEM by identifying common points 
on the post-event photographs and the Arctic DEM hillshade. These control points and the Global 
Positioning System (GPS) tags of the UAV photographs provided georeferencing for the SfM model. 
The photographs were aligned using the following settings: high accuracy, generic and reference pre-
selection, and adaptive camera model fitting. Alignment was optimized after points with reconstruction 
uncertainty >50 and reprojection error >0.5 were removed, and the dense cloud was constructed using 
medium quality and mild depth filtering. 

(iii) Elevation changes and volume calculation  

Two different surfaces were calculated, e.g., (1) Pléiades DSM model versus ArcticDEM, and (2) SfM 
DSM model versus ArticDEM.  

For 1), the difference surface was first analyzed visually to delineate the approximate outlines of each 
unit of interest: a) the rockslide source area volume, b) the debris volume on the glacier, and c) the 
volume entrained from the top of the glacier below the impact area (e.g., eroded glacier). This 
preliminary inspection allows the detection and exclusion of areas with artifacts in both the Pleiades 
DSM (e.g. bright areas, shadows) and the ArticDEM. To avoid omission errors, the delineated outlines 
comprise fractions of unchanged terrains around these three units. The volume of each unit is computed 
from the sum of the elevation changes ∆zi of all pixels of the affected unit and the surface area of the 
individual pixels ∆x2. The estimated volumes and uncertainties are 23.4 ± 1.4×106 m3 [SEM] for 1), 
0.8 ± 0.3×106 m3 [SEM] for 2) and 1.3 ± 0.5×106 m3 [SEM] for 3) (Fig S16). 

For 2), change detection was performed in CloudCompare (www.danielgm.net/cc/) using the M3C2 
algorithm (64) to estimate the error in the DEM-SfM comparison and to delineate the landslide area. 
To calculate landslide volume, we manually clipped out the landslide area and used the 2.5-
dimensional (D) volume tool in CloudCompare. Different grid sizes yielded no change in volume, and 
using vertical or horizontal projection yielded very similar volumes of 25.53×106 m3 and 25.43×106 
m3 respectively. In the stable bedrock areas adjacent to the landslide, the M3C2 change has an average 
value of 1.8 m and a standard deviation of 4.7 m. The average M3C2 change in the landslide area is 
74 m, an uncertainty of 6-7 % for the volume calculation. This yields a volume of 25.5 ± 1.7 ×106 m3 
(SEM) for the landslide. The value of 1.8 m represents the systematic offset between the two DEMs 
and is likely due to a combination of georeferencing errors and sensor inaccuracies within both DEMs. 

For the estimation of the volume change of the lower glacier, a different procedure was used, due to 
the uncertainty of the Arctic DEM and the time lag between the Arctic DEM data collection and the 
2023 event, which could conflate the longer-term evolution of the glacier with the landslide impacts. 
Instead, we used 34 field photographs collected from 4 different cameras in August 2022 and August 
2023. These photographs were taken from boats in the fjord, limiting the coverage to the lower section 
of the glacier. These were combined with the 2023 photographs and processed in Agisoft Metashape 
using a co-alignment workflow (65). This method yields reliable change detection in the absence of 
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precise georeferencing by combining the photos from both epochs in the point matching and bundle 
adjustment stage of SfM processing. The parameters used for processing in Metashape were the same 
as described above. 

Despite the large differences in photograph distribution and vantage point between the two epochs, the 
resulting models are highly consistent. In stable regions with good coverage in both models, the 
average M3C2 distance was 0.08 m with a standard deviation of 0.84 m. The average M3C2 distance 
over the glacier was 13.1 m, suggesting an uncertainty of 6.5%. Similar to the landslide volume 
calculation, the glacier area was manually clipped, and the volume was calculated using the 2.5D 
volume tool with a vertical projection, yielding a volume of 2.3 ± 0.15 ×106 m3 (SEM). 

In the landslide impact zone, a reliable measurement of change could not be obtained, as the high 
uncertainty of the ArcticDEM-SfM comparison precludes the measurement of relatively small 
changes. In addition, as described below, an artifact in the ArcticDEM extends into the downstream 
end of the impact zone. This both introduces errors and makes it difficult to evaluate the uncertainty 
in the valley floor elevation comparison. Further, a surface elevation change in the impact zone will 
conflate three different sources of change – the long-term glacial lowering, the removal of glacial 
material by the landslide, and the deposit of a small amount of landslide material. The original 
ArcticDEM contains a large artifact in the central section of the glacier, where the elevations within 
the narrow valley are up to 200 meters higher than expected. In addition to the elevation anomaly, the 
boundaries of this artifact can be identified from patterns in the surface aspect, slope, and boundary of 
the ArcticDEM tiles. To estimate a more accurate valley topography, we constructed a corrected 
ArcticDEM by assuming that the width and gradient of the glacier were constant across the artifact 
area, consistent with the linear glacier profile both upstream and downstream. This provided estimates 
of valley bottom elevation through the affected area that were used to replace the anomalous values in 
the original DEM. 

(b) Glacier elevation change 

We analyze glacier elevation change from 1987 to 2018 by comparing elevation data made from 1987 
aerial photos and an ArcticDEM strip from 2018 (63). We also assess elevation change from the Little 
Ice Age to 2018 using a glacier ablation area surface reconstruction (66) using the LIA (Little Ice Age) 
geometry of the glaciers recorded in the landscape, such as moraines and trimlines, for the 
reconstruction. 

The topographical setting of the glacier outlet being funneled through a narrow gully makes it a 
challenge to get good elevation data free of artifacts from clouds, fog, and shadow. We examined 
same-day acquisition ArcticDEM strips from 2012 to 2021 and found that two 2012 strips were 
suitable as a reference DEM for co-registration and a 2018 strip had sufficient data on the glacier itself 
with little in terms of artifacts. ArcticDEM strips were filtered to only use the good data (bitmask = 
0), resampled to 5 m, and reprojected to UTM 26 (EPSG:32626). A reference DEM was made from 
the two 2012 strips (co-registered using (67)) and unstable topography was masked away. All DEMs 
were subsequently co-registered to this reference DEM using (67). 

The 1987 AeroDEM model (68) has little good data on the glacier, so from the same photos and ground 
control as used for the AeroDEM and orthophotos a new elevation dataset was made using Structure 
from Motion (Agisoft Metashape v. 2.0.1). This new 1987 point cloud was gridded to a 5 m grid and 
co-registered to the 2012 reference DEM. Both the standard deviation and root-mean-square error on 
the co-registration is 5.1 m.  
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The glacier height change raster was void-filled using a hypsometric method. We use a modified 
glacier outline polygon divided into elevation bins using 50 m contour lines from SDFI (69). 

We find that during the 1987-2018 period the ice cap, from which the outlet glacier (GLIMS ID: 
G333056E72786N) at Hvide Støvhorn originates, reconfigured with increased mass loss at lower 
elevations due to a combination of increased ablation and discharge of solid ice into Dickson Fjord, 
and increased accumulation at higher elevations in the interior of the ice cap (Fig. S17). Land-
terminating glaciers on the same ice cap also show this pattern of thinning (and retreat) of the snout 
and accumulation in the interior, so that the increased melting in the ablation area and precipitation in 
the accumulation area results in higher turnover. This glacier reconfiguration indicates a response to a 
warmer climate with increased precipitation (70). The local glaciers and ice caps in northeast 
Greenland have seen a negative mass balance since the Little Ice Age, which has accelerated since 
2000 (66). However, the glaciers in the East Greenland subregion underwent a mass gain in 2015-2019 
(70) so the ice surface elevation of the glacier will be decreasing in LIA-2014 and increasing in 2015-
2019. 

The polygons in Fig. 2C show the mean elevation change in each 50 m elevation bin, and the surface 
just below the rockslide has lowered 19 to 26 m for the 1987-2018 period if the glacier follows the 
regional trend. 

According to (66) the ice surface has lowered by ~100 m between LIA-2018 or roughly 0.85 m/yr 
since the nominal date of glacier retreat from LIA maximum extent of 1900 CE. Because this rate is 
higher than the observed rate of elevation change during 1987-2018 which is ~0.65 m/yr, it is unlikely 
that the reconstruction of this specific glacier is reliable. This is probably due to a combination of 
shallow and steep angles in the gully precluding a good manual trace of trimlines in aerial and satellite 
images, and image correlation in satellite images. An ablation area mass balance of -0.17 and -0.41 m 
water equivalent (0.20 and 0.48 m/yr) for the periods LIA-2015 and 2000-2019, has been reconstructed 
in the northeast Greenland region (66). We use this as a rough estimate that from LIA-1987 the ice 
surface elevation has decreased at least 17 m and up to 100 m (66) and that most of the elevation 
decrease from 2000-2019 occurred before 2015.  

(c) In situ measurements in the fjord 
Observatory systems (or stations) are located in the inner part of Dickson Fjord, farther out at Ella Ø, 
and Sverresborg in the outer part of the fjord system near the East Greenland coast. Standard 
meteorological conditions are recorded (e.g., atmospheric temperature, wind speed and direction, 
atmospheric pressure, relative humidity, and precipitation) as well as ocean properties, e.g., pressure 
(tides), water temperature, and conductivity (salinity). Tidal and turbidity data are presented in Fig. 
S18. Additional measurements such as currents, sea ice keel, irradiance, turbidity, and colored 
dissolved organic matter are also made at the Ella Ø observatory. Data at Dickson Fjord and 
Sverresborg are recorded at 15-minute intervals but only transmitted near-real time every 30 minutes. 
At Ella Ø station, data are measured every 30 minutes and transferred daily. In addition, a 500 kHz 
acoustic doppler current profiler (ADCP) is installed on a subsurface buoy. The mooring is set to 
measure the current profile (hourly), ice keel and drift (12 hourly), and waves (15 min sampling rate). 
The subsea mooring data are transferred via inductive link to land where it is transferred daily via 
satellite data link to the server and dashboard. The raw high-frequency measurements from which 
averages are calculated are stored on the sensor and are available after the recovery of the mooring 
(planned for 2025). A more detailed setup of the observatory system at Ella Ø is provided by Rysgaard 
et al. (71). An increase in turbidity induced by tsunami waves eroding the coast at Ella Ø was visible 
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30 minutes after the pressure signal at Dickson Fjord. At Ella Ø, turbidity increased steeply over 3 
hours and could be detected for about 6-7 hours. Dickson Fjord data are available from Boone et al. 
(62). 

(d) Tsunami runup height mapping methodology 

Tsunami runup height was mapped using Sentinel 2 L2A satellite images (72) from before, during, 
and after the tsunami event (Fig. S19) (recorded 2023-09-14 14:01 UTC, 2023-09-16 13:51 UTC, and 
2023-09-17 14:11 UTC). At Ella Ø, a detailed runup height was mapped on a 2.59 cm/pixel DEM and 
orthophoto produced from drone images recorded on 10 September 2022. Using this dataset and photos 
recorded the day after the tsunami by the Danish Army, a detailed runup height could be reconstructed 
here.  

In the Sentinel-2 scenes from after the event, dark colors relative to the images from before the event 
showed where the coast had been inundated. The boundary between these dark areas and the unaffected 
lighter areas was mapped as a polyline and a representative elevation for this line was read from the 2 
m resolution Greenland DEM (https://dataforsyningen.dk/data/4780). The scenes from the 14 
September and the 17 September cover the whole fjord system while the scene from the 16 September 
only covers the southeastern part and thus not the landslide area.  

(e) Infrasound analysis 
Following the tsunamigenic rockslide, infrasound has been detected on infrasound arrays I37NO 
(Bardufoss, Norway at 1667 km; Fig. S4) and I43RU (Dubna, Russian Federation at 3310 km). These 
arrays are part of the International Monitoring System (IMS) that is being installed for the verification 
of the Comprehensive Nuclear-Test-Ban Treaty (CTBT). Other nearby IMS infrasound arrays (I18DK 
in northwest Greenland at 1267 km and I26DE in Southern Germany at 3348 km) did not detect signals 
from the event. 

Fig. S20 shows the array processing results from infrasound array I37NO. The results have been 
obtained using a time-domain delay-and-sum beamforming routine (73, 74) in the 0.6-4 Hz passband. 
The algorithm searches the most coherent signal within the set of beams (defined by back-azimuth and 
phase speed) that are considered in the grid search. The coherency and probability of detection are 
quantified by the Fisher ratio. The Fisher ratio can also be related to a single-channel signal-to-noise 
ratio (SNR), assuming that the background noise on the array elements is uncorrelated Gaussian white 
noise.  

The results show that between 5000 and 6000 s after the origin time (i.e., between 14:00 and 14:15 
UTC), a coherent infrasound signal is detected that can be associated with the rockfall event based on 
the travel time and the observed back-azimuth, based on ray-theoretical simulations (Fig. S21). The 
group velocity of 0.3 km/s indicates that the signals have propagated through the stratospheric 
waveguide, i.e., between the ground and ~50 km altitude. The signals are transient and seem most 
coherent between 0.3 and 2.0 Hz, with a peak coherency around 0.5 Hz, and resemble signals from 
other landslides, e.g., the 2017 Nuugaatsiaq landslide. The detection at I43RU has a very low signal-
to-noise ratio (SNR) of ~0.7 compared to the signal at I37NO (SNR ~3) and has a similar group 
velocity.  

Infrasound propagation simulations from Greenland to I37NO (Fig. S21) using a 1-D model of the 
atmosphere (European Centre for Medium-Range Weather Forecasts [ECMWF] operational forecast 
for 2023-09-16 at 1300 UTC) confirms that the signals are guided in the stratospheric waveguide. A 
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parabolic equation (PE) model (75, 76) is used to simulate the transmission loss (TL) from the source 
at 0.5 Hz, which amounts to 50 dB (re 1 km). In addition, a 3-D raytracer (77) is used to simulate the 
eigenray (shown in blue in Fig. S21) from which arrival time, back-azimuth, and phase speed at I37NO 
are estimated. A comparison shows a good agreement between simulations and observations. The non-
detections at I18DK and I26DE can be explained by a low signal level that vanishes in the background 
noise at the station level, due to inefficient thermospheric propagation conditions (I18DK) and long-
range (I26DE), respectively. 

No infrasonic signal was detected in the frequency band around 10 mHz. This could mean that either 
(i) the source of the very long-period (VLP) signal did not radiate infrasound into the atmosphere, or 
(ii) the resulting VLP signal was not efficient in propagating in the atmosphere over longer ranges as 
the signal could not be trapped into atmospheric waveguides because of vertical radiation.  

(f) Inversion of the landslide force history (LFH) 
The occurrence of landslides involves the acceleration and deceleration of a mass, leading to the 
loading and unloading of the slope and the generation of long-period seismic waves. Forces 
contributing to this loading-unloading cycle include gravity, basal friction, and centripetal forces. Each 
force has a reactive counterpart acting in the opposite direction across the slide contact area (18–20, 
33–35, 37, 78–80). 

The landslide applies a force F on the solid Earth, opposing the force Fs, equivalent to the bulk 
momentum change of the slide, given by:	𝐹[𝑥, 𝑡] 	= 	−𝐹𝑠	 = 	 !(#$)

!&
[𝑥, 𝑡]	 

Here, m represents the mass of the landslide, v is the velocity of the center-of-mass at position x and 
time t. The time-varying forces acting during the loading-unloading cycle can be extracted through the 
inversion of long-period seismic waves, offering insights into the dynamics of the landslide. 

To determine the landslide force history of the Dickson Fjord landslide, we use the inversion method 
developed by (19) as implemented in the lsforce Python library (81). This method approximates the 
landslide seismic source as a time-varying, 3-D force vector acting at a fixed point, justified when the 
spatial scale of the slide is small compared to the wavelength of the seismic waves and distances to 
recording seismic stations. 

The LFH is derived from long-period waveforms recorded at three broadband stations. Component 
time histories (north, east, vertical) are parameterized using a sequence of overlapping isosceles 
triangles. Amplitudes of these triangles are solved by minimizing the misfit between observed and 
synthetic seismograms filtered between 10 and 60 seconds. Synthetic seismograms are calculated by 
summing Earth’s elastic normal modes with corrections for laterally heterogeneous crust and mantle 
(82). We use the iasp91 2 s Earth model (83). Each force component's time history is constrained to 
integrate to zero, ensuring the sliding mass is at rest before and after the landslide. Various source 
models were tested, and the preferred model, based on 56 triangles with a half duration of 2 s, exhibited 
robust characteristics in the derived landslide force history, unaffected by data selection and source 
parameterization. Kinematic parameters are deduced from the integration of inverted forces. The 
trajectory is adjusted to conform to ground observations providing an estimate of the mass. Using a 
mass of 55×109 kg yielded an inverted trajectory that best aligns with the source area, the travel path 
geometry, and the run-out distance estimated from direct observations. 
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(g) Bathymetry data 
The bathymetry of Dickson Fjord was surveyed in the summer of 2018 by the National Danish 
Hydrographic Office for the production of nautical charts (Fig. S2). These data have not been 
previously published. The data are given as a 15 m grid and are available from our supplementary 
repository (61). Due to the previously uncharted nature of the fjord system, the survey vessel could 
not go too close to the shore, leaving a 150 to 300 m wide and up to 200 m deep coastal gap where no 
data are available. Outside Dickson Fjord, the 2018 bathymetric data are supplemented with publicly 
available bathymetry from the General Bathymetric Chart of the Oceans GEBCO (55). 

To conduct various numerical simulations, whether for the avalanche phase or the tsunami itself, we 
used a robust method to assemble the altimetric and bathymetric grids. It was crucial to preserve the 
main characteristics, such as slopes while eliminating the aliasing effects that often affect interpolated 
grids. To achieve this, we transformed the altimetric and bathymetric grids into point clouds. This 
allowed us to place the two data sources within the same reference frame, even if they initially had 
different spatial sampling. We then applied algorithms with adjustable tension splines and continuous 
curvature, which allowed us to properly interpolate the data in "gap" areas, primarily near shorelines, 
while minimizing the aliasing effects related to the oversampling necessary for numerical simulations. 
This approach led to a proper interpolation grid with absence of gaps at shorelines and a minimal 
aliasing suitable for the simulations. 

(h) Tsunami modeling 
Modeling of the tsunami generation, propagation, and runup height was performed using two different 
sets of models.  

The first model was used for modeling the tsunami inundation and tide gauge recording at Ella Ø, 
complementing the HySEA simulations of modeling the long term seiche propagation (more details 
are given in text S6). This model couples the linear dispersive GloBouss (linearized first-order 
Boussinesq approximation) model for tsunami propagation (84, 85) with the nonlinear shallow water 
MOST model (86) simulating tsunami inundation through three levels of nested high-resolution grids. 
Both GloBouss and MOST use finite difference discretisation to model the wave propagation. A rigid 
block source with prescribed velocity and trajectory was used for simulating the time-dependent 
volume displacement within the tsunami model following procedures previously used for hazard 
assessment and hindcasts (6, 87, 88). The height of the block was set to 130 m with an impact velocity 
of 90 m/s. The tsunami generation was then taken into account through the flux term in the volume 
conservation equation (eq. 2 in (84)). In addition, we run a time dependent Kajiura filter (7) that 
smooths the wave during tsunami generation to reduce noise in the trailing wave system. As the 
tsunami model used is linearised, modeling of the impact and near-field effects is simplified. To correct 
for this simplification, and also empirically take into account additional unmodeled effects such as the 
bulking factor (mixing of air with the landslide) and landslide entrainment, a correction factor for the 
effective landslide impact area was embedded into the setup of the block volume. The correction factor 
used here is 2.0 (i.e., the frontal area is increased by a factor of two), and also complies with the 
previous experience of past efforts in modeling rock slide tsunamis in the laboratory (6, 87). 

As the volume and dynamics of the landslide were highly uncertain right after the event had occurred, 
we performed a simple sensitivity study running simulations with block volumes 5, 10, and 25×106 
m3. The initial impact speed, the run-out distance, and the frontal area for the block model were 
established for each scenario using the landslide dynamics model VoellmyClaw (89). For the 
simulation of the tsunami propagation in the fjord, we resampled the GEBCO 30’ bathymetry to 100 
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m resolution. For simulating the inundation at Ella Ø we resampled local topographic data interpolated 
with GEBCO data for the bathymetry to provide a 5 m resolution inner computational grid. A Manning 
friction of 0.03 was used for the inundation modeling. For the offshore propagation modeling, friction 
was not included. 

Simulated tsunami heights (relative to still water) at the tidal gauge station in Dickson Fjord have wave 
periods of ~80 s (trailing the higher and longer leading waves) and amplitudes up to 5 m (Fig. 1). 
Further east, near Ella Ø and in the two synthetic stations labeled gauge “1” and gauge “2” placed in 
Kempe Fjord, the leading amplitudes are reduced to 2 m, and the first wave arrival exhibits increased 
wave periods of about 5 minutes, followed by a higher frequency trailing wave system with wave 
periods less than 100 s. In Kong Oscar Fjord, the leading offshore wave amplitudes are reduced to less 
than 50 cm, and wave periods of the leading waves are about 10 minutes. At Ella Ø, simulated runup 
heights, conducted by adding a 0.7 m height of the tide at the time of the landslide impact, compare 
closely with the observed trim line. This shows that the initial amplitude and runup, which are 
controlled by the first phase of the tsunami propagation, are well captured by the model. We stress that 
GloBouss does not include damping terms such as bottom friction and therefore may underestimate 
long term wave damping somewhat, in particular for shorter frequency waves. Hence, the long term 
signal may be more contaminated with numerical noise, providing slightly lower damping values than 
HySEA. 

In addition to the former models, we also performed simulations with the two-layer nonlinear HySEA 
model (39) that simulates the coupled motion of the landslide and of the generated tsunami waves with 
the hydrostatic approximation (9). Indeed, the objective here was to capture the long duration seiche 
oscillation near the landslide source, which has a wavelength much larger than the water depth, 
compatible with the hydrostatic approximation. HySEA has been extended from an initial model (90) 
and uses Cartesian coordinates and multilayer approach. HySEA uses a finite volume scheme for 
modeling the wave propagation. As in most landslide-generated tsunami models, the fluid and the 
granular mass are assumed to be shallow, incompressible, and homogeneous, and the equations 
governing landslide dynamics are depth-averaged to handle simulations on complex topography with 
a reasonable computational cost. As a result, the landslide is considered an effective granular media 
described by an empirical rheological law (30). We use the μ(I) rheology (92) that makes it possible 
to reproduce the main characteristics of some landslide dynamics and deposits (37, 56, 92, 93). HySEA 
has been successfully used to simulate tsunamis generated by landslides at the laboratory and field 
scale (9, 39, 56, 94, 95). 

We used friction coefficients for the granular mass similar to previous papers (μ1=7°, μ2=17°, and 
μ3=9° with a characteristic grain size of 1 m). We tested several values of the friction between the 
landslide and the water layer (mf=0 and 2×10-5) as well as different Manning coefficients 
representing the friction between the water and the bottom (n = 0.00, 0.02, 0.03); (Fig. S5). All these 
simulations make it possible to recover a tsunami wave with a period of ~87 s, consistent with the 
VLP signal. Uncertainties in the shallow bathymetry may lead to errors in the simulated period of 
about ±10 s (SEM) based on analytical eigenfrequency solutions (42). 

(i) Long-period seismic analysis 

(1) Data and preprocessing 

To gather a comprehensive dataset, we accessed global public seismic data from the International 
Federation of Digital Seismograph Networks (FDSN) web services, supplemented by the inclusion 
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of data from the Danish seismic network in Greenland (network code: DK). FDSN codes for seismic 
networks used (with citations where they exist): AB, AK (96), AW (97), AZ (98), BE (99), BK 
(100), C, C0 (101), C1 (102), CH (103), CI (104), CO (105), CU (106), CX (107), DK, EE, EP, FN, 
FR (108), G (109), GE (110), GO, GR (111), GS (112), GU (113), HK, IC (114), II (115, 116), IU 
(117), IV (118), IW (119), KC (120), LD (121), LX (122), MC, MM (123), MN (124), MS, MY, N4 
(125), NA (126), NC (127), NE (125), NL (126), NM, NR (128), NU (129), NW, NZ (130), OO 
(131), PB, PL, PM (132), PS, PY(133), RM (134), RN (135), SB (136) SC, SG (137), SL (138), SV, 
SX (139), TH (140), TW (141), UP (142), US (143), WI (144), WM (145), WW (146), WY (147). 

Where necessary, we applied a bandpass filter centered around the frequency of 10.88 millihertz 
(mHz). This allowed us to isolate the seismic energy specifically associated with the VLP. Where 
relevant, filter parameters are given in the legend or caption of the figures. 

(2) VLP frequency analysis 

We inspected Fourier amplitude spectra of 5-hour-long data windows and monitored how the VLP 
peak frequency changed as we slid the window along the time series in increments of 1 hour. The 
vertical component data of 45 GSN and GEOSCOPE stations were analyzed. The steel blue curve 
shows the prediction of the ocean tide at Dickson Fjord (Fig. S14). For the given time window, it has 
a peak-to-peak amplitude of 1.3 m and is dominated by semidiurnal variations. Both the VLP and the 
ocean tide show a clear, in-phase semidiurnal component such that high ocean tides coincide with a 
long VLP signal period (i.e., low frequency). This observation indicates a causal relationship between 
the ocean tides and the transverse seiche that generates the seismic VLP signal.  

(3) Simulated seiche and VLP seismic signal amplitude decay 

The observed slow decay of the seismic VLP signal over multiple days allows us to immediately reject 
the hypothesis of a seismic source consisting of a single 92 s pulse exciting the Earth’s normal modes, 
as the resulting signal would then attenuate much more rapidly: fundamental mode Rayleigh waves at 
these periods have a quality factor of a harmonic oscillator, Q = 117 (50, 148) so that the signal would 
decay to 1% of its initial amplitude in less than 5 hours. The slower energy decay is therefore linked 
to the source duration itself, which needs to be long enough to explain the 9 days of seismic records. 

The frequencies and Q of selected VLP events are shown in Figs. S22-S24 and in Table S1. For the 
larger VLP events, there is a clear transition within the first 10 hours from low- to high-Q. 

Having established that the VLP signal is not from a seismic free oscillation of the Earth, the question 
arises if we can observe signs of re-excitations. A tool to do this is the so-called phasor walk. The 
phasor walk is an analytical tool used in seismology to monitor the frequency and phase changes of 
narrow-band signals (149) over time. In particular, a phasor walk is a graphic representation of how 
the complex Fourier coefficient at a particular frequency grows with the length of the time series. 
Phase jumps manifest themselves as directional changes in the phasor walk. Such phase changes would 
be expected in the case of random re-excitations of the oscillator that drives the seismic VLP signal. 
Examples of such re-excitations could be multiple small rockslides or wind gusts. In Fig. S7 we show 
three phasor-walks for a vertical component VLP recording at BFO. The slow and smooth curvature 
of these walks can be attributed to the frequency variation (Fig. S14). The lack of any abrupt change 
in the direction of the phasor walks shows that the signal does not contain any phase jumps and thus 
allows us to argue against a source involving random re-excitation.  
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(4) Polarization of VLP ground motion 

Fig. 5A was generated by considering the polarization attributes of the VLP signal for select, high-
quality global and regional seismic stations. Three-component ground velocity data for each station 
were downloaded from the EarthScope Data Management Center (DMC) using the Python package 
ObsPy (150, 151). Horizontal component data were then bandpass-filtered between 83.6 s and 100 s 
periods before being rotated into radial and transverse components assuming a source location of 72.5° 
N, 27.3° W (Table S2). The waveforms from each station were then plotted (e.g., Fig. 5C) and visually 
inspected for transients from earthquakes (rare) or pressure disturbances (152–154). The latter was a 
ubiquitous problem and excluded many regional and national network stations from further analysis 
due to tilt noise (155) generated on these predominantly near-surface stations with modest installation 
infrastructure, especially for horizontal components. Therefore, this analysis relies heavily on data 
from global seismic networks that benefit from extensive infrastructure (including borehole 
seismometer installations) and very broadband (i.e., 360 s corner period) seismometers (44). 

For stations deemed to have recorded the VLP signal on both the transverse and radial components 
with high fidelity, a 5-hour window was selected beginning 3 hours after the landslide origin time. 
This time window was selected to avoid contamination of long-period (LP) signals associated with the 
landslide itself and to avoid surface waves generated by teleseismic earthquakes. The root-mean-
square (RMS) ground velocity for both the radial (R) and transverse (T) components was taken for the 
5-hour window and the Love factor (LF) is defined as:  

𝐿𝐹	 = 	𝐿𝑜𝑔'( .
𝑇)*+
𝑅)*+

1	

Values of LF > 0 indicate that the VLP signal at a given station is dominated by Love waves, while 
LF < 0 indicate predominantly Rayleigh wave excitation.  

Figs. S25-S27 display polarization analyses for the VLP signal recorded at teleseismic distances on 
2023-09-16. Stations are: II.ALE (11.85° epicentral distance, Fig. 5A), IU.KEV (16.97°, Fig. 5A), and 
IU.SFJD (9.89°, Fig. 5A). Distances and azimuths are computed relative to the center of Dickson Fjord 
near the gully of the landslide (72.83°N, 27.00°W). Horizontal components are rotated to radial and 
transverse. IU.KEV and IU.SFJD are near the great circle along the long axis of Dickson Fjord, where 
dominant Love waves and SH body waves are radiated at the fundamental frequency (Fig. 5A). II.ALE 
is near the perpendicular direction with dominant Rayleigh wave and P-SV body wave radiation. The 
signals are bandpass-filtered from 9 mHz to 25 mHz, which covers the fundamental frequency (10.88 
mHz) and the first overtone (21.76 mHz). A time window beginning at 15:30 UT was selected, to 
avoid short-period transients at the time of the VLP onset and to avoid surface waves from the Mid-
Indian Ridge earthquake (moment magnitude, Mw 5.4, 13:47:58.09 UTC). For each station, the 
diagrams show polarization (radial-tranverse [R-T], radial-vertical [R-Z], and vertical-transverse [Z-
T]; notice the inverted Z-scale on R-Z), fast fourier transform (FFT) spectra (mid-right), where all 
curves are normalized to the largest peak of all on a linear amplitude scale, and the time series in units 
of acceleration (bottom).  

(5) Source Location of the VLP signal from beamforming 

We beamform global recordings of the 92 s VLP signal to estimate its source location. Beamforming 
(here synonymous with matched field processing) is a phase-matching algorithm to determine the 
origin and velocity of a wavefield propagating across an array of sensors by exploiting the coherency 
of the wavefield across the array (156, 157). It does not require the abstraction of waveforms, such as 
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picking onsets of certain seismic phases, and is therefore suitable for near-monochromatic signals 
(158). We use cross-correlation beamforming (159) in a narrow frequency band from ca. 10-12 mHz 
to account for the 0.02 mHz variation in frequency over time (Figs. S7, S14). 

We establish here that the recorded vertical component VLP signal is composed of Rayleigh waves by 
grid-searching in latitude, longitude, and homogeneous phase velocity using 997 vertical component 
seismograms recorded worldwide during the first 12 hours after the landslide (red star in Fig. S3). 
From 1488 publicly available seismograms, we select the 997 (67%) most coherent to ensure that we 
beamform quality recordings. We find a best-fit location at 68.3 km distance to the landslide for a 
phase velocity of 4.1 km/s (orange diamond in Fig. S3). The detected phase velocity is consistent with 
theoretical fundamental mode Rayleigh wave phase velocities for the Preliminary Reference Earth 
Model (PREM) at 92 s period (50). 

To account for a heterogeneous Earth, including effects such as off-great-circle propagation, we 
compute a Rayleigh wave phase velocity model for a 92 s period. The model is the linear interpolation 
of the 10 mHz (100 s) and 15 mHz (66.6 s) LITHO1.0 velocity models (160). We estimate expected 
minor arc phase travel times from this model by the Fast Marching Method to use for beamforming 
(161–163). With the heterogeneous velocity model, maximum beam powers are consistently 25% 
higher than for the best-fitting homogeneous Earth model, whereas amplitudes of side maxima are 
reduced, indicating that this location is better constrained. The back-projected location is farther to the 
east (orange square in Fig. S3) at 92.3 km distance to the landslide and 68 km distance to the best-
fitting location for a homogeneous Earth model. Both estimated locations are substantially less than 
one wavelength apart ≈380 km) from the landslide. 

The estimated location is exceptionally stable through time, confirmed by beamforming in overlapping 
2-hour windows over the first 10 days after the event (movie S3). The movie shows beampower 
distributions normalized for each time window. The 92 s VLP signal can be detected by beamforming 
for about 1 week, as seen in the movie and Fig. 5D. As the amplitude of the signal decreases with time, 
the source location can only be detected with the global network during quiet times when no other 
substantial sources, such as earthquakes, are present. 

Although there is no comprehensive approach to quantify the uncertainty of beamforming locations 
and thus the quality of the absolute location (164), we find that the source is exceptionally stable in 
time (detected for ~7 days) and space (minor deviations over these 7 days). The background color in 
Fig. S3 depicts the beam power distribution for the tested latitude and longitude grid in the 
heterogeneous Earth model, averaged over the first 12 hours after the landslide. The shape of this 
distribution results from the near-monochromatic character of the signal, leading to substantial side 
maxima, as well as the geographic distribution of used seismic stations, which cluster towards the west 
and northwest (in North America) and southeast (in Central Europe) of the landslide. The beam power 
distribution resembles the “array response” in classical array seismology and gives only qualitative 
insight into the resolution capabilities of the network for the given frequency band (157, 165). This 
means that while the location is stable and does not appear to move over time, the precision of the 
absolute location is unclear. Beamforming, however, does confirm that the source of the 92s VLP 
signal is in the vicinity of the landslide and Dickson Fjord, within a distance of one-quarter of the 
signal wavelength.  

We provide all codes necessary for downloading and pre-processing the seismograms from public 
repositories, computing the beampowers (166), and reproducing these results (61). 
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(6) Numerical simulation of the VLP signal 

We consider a simplified fjord geometry, as in Fig. S28. A seiche in the fjord, oscillating in the y-
direction, will generate two sets of oscillating forces: 

● Two vertical forces, Fv+ and Fv-, acting on the fjord's floor, with equal magnitude and opposite 
direction. These two forces form a couple. 

● Two horizontal forces, Fh1 and Fh2, acting on the fjord's walls, with equal magnitude and equal 
direction. These two forces do not form a couple and can therefore be added: Fh = Fh1 + Fh2, 

Note that the magnitudes of the two sets of forces will generally differ. 

We consider two stations: STA1 along the axis parallel to the fjord (x-axis) and STA2 along the axis 
perpendicular to the fjord (y-axis). We examine the surface wave amplitudes at these two stations 
generated by each of the two sets of forces. 

We first consider the vertical couple (Fig. S29). The two forces will generate radially symmetric 
(cylindrical) Rayleigh waves with opposite amplitude, A: 

𝐴)$ 3𝑡 −
𝑟,

𝑉)
6 	𝑎𝑛𝑑	 − 𝐴)$ .𝑡 −

𝑟-

𝑉)
1	

where the subscript Rv stands for Rayleigh wave due to the vertical couple, t is time, VR is the Rayleigh 
phase velocity, and r+ and r- are the distances between the receiver and the positive and negative 
vertical forces, respectively. 

At STA1, r+ = r- = r / cosθ (Fig. S30), the vertical motion will cancel out, and the horizontal motion, 
u, will be in the y direction: 

𝑢.'(𝑡, 𝑟) = 2𝐴)$,0 .𝑡 −
𝑟/𝑐𝑜𝑠𝜃
𝑉)

1 𝑠𝑖𝑛 𝜃 = 2𝐴)$,0 .𝑡 −
𝑟/𝑐𝑜𝑠𝜃
𝑉)

1
𝑑/2

𝑟/𝑐𝑜𝑠𝜃

=
𝑑𝑐𝑜𝑠𝜃
𝑟

𝐴)$,0 .𝑡 −
𝑟/𝑐𝑜𝑠𝜃
𝑉)

1	

where ARv,r is the Rayleigh wave radial amplitude. 

This motion scales with the distance d between the two vertical forces and attenuates with distance as 
r-1.5 (Rayleigh wave spreading, times a further r-1 term). The motion is linearly polarized in the y 
direction. It has the same polarization as a Love wave, but it has a phase velocity of a Rayleigh wave. 

At STA2, the motion will have a horizontal component in the y direction and a vertical component in 
the z direction. 

Let's consider the horizontal component first. It is the difference between two amplitudes with a phase 
shift of d/VR: 

𝑢.1(𝑡, 𝑟) = 𝐴)$,0 .𝑡 −
𝑟 − 𝑑/2
𝑉)

1 − 𝐴)$,0 .𝑡 −
𝑟 + 𝑑/2
𝑉)

1	

where we use r+ = r-d/2 and r- = r+d/2. This is equivalent to computing the derivative of ARv,r relative 
to distance r from the barycenter of the forces, multiplied by the distance between forces d: 
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which can be written in terms of time derivative: 
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where the dot above ARv,r indicates time derivative, and we used VR = dr/dt. 

This motion scales with the distance d between the two vertical forces, divided by the Rayleigh phase 
velocity VR, and attenuates with distance as r-0.5 (Rayleigh wave spreading). 

Similarly, the vertical component is: 

𝑢21(𝑡, 𝑟) =
𝑑
𝑉)
𝐴̇)$,2 .𝑡 −

𝑟
𝑉)
1	

The motion at station STA2 is thus elliptically polarized in the y-z plane. 

We now consider the ground motion produced at stations STA1 and STA2 by the effective horizontal 
force (Fig. S30). This force is located at the center of the axis system and will produce Love waves 
along the fjord axis (x-axis), Rayleigh waves along the axis perpendicular to the fjord (y-axis), and a 
mixture of the two along any other direction. 

Station STA1 will receive a Love wave with amplitude: 

𝐴34 .𝑡 −
𝑟
𝑉3
1	

where the subscript Lh stands for Love wave due to the horizontal force, VL is the Love phase velocity, 
and r is the distance between the source and the receiver. The motion attenuates with distance as r-0.5, 
and is linearly polarized in the y direction (the vertical component is zero). 

Station STA2 will receive a Rayleigh wave with amplitude: 

𝐴)4 .𝑡 −
𝑟
𝑉)
1	

where the subscript Rh stands for Rayleigh wave due to the horizontal force, VR is the Rayleigh phase 
velocity, and r is the distance between the source and the receiver. The motion attenuates with distance 
as r-0.5, and is elliptically polarized in the yz plane. 

To summarize: 

● ground motion along the axis of the fjord (x-axis) is dominated by the Love waves produced 
by the horizontal force because the motion associated with the vertical couple attenuates 
rapidly as r-1.5; 

● ground motion along a direction orthogonal to the fjord axis (y-axis) is a mixture of Rayleigh 
waves generated by the vertical and horizontal forces. 

To test the relative importance of the surface wave motion generated by the two sets of forces, we 
performed a synthetic test using the same arbitrary magnitude for all the forces. A Jupyter notebook 
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for reproducing this test ("seiche_surface_waves.ipynb") is available (61). The notebook makes use of 
ObsPy (150) to access the web services and process seismic traces. 

The two vertical forces are separated by d = 2880 m in the y-direction and placed at 540 m of depth 
(approximate width and depth of the Dickson Fjord); the effective horizontal force is placed at the axis 
origin and at 540 m of depth. The stations are placed at 400 km of distance (i.e., one wavelength) along 
the x-axis (STA1) or the y-axis (STA2). Synthetic signals are generated using the EarthScope 
Synthetics Engine (Syngine) web service (167), which serves pre-computed Green's functions 
calculated using Instaseis (168) and AxiSEM (169). Here we use the anisotropic PREM model 
"prem_a_20s", pre-computed in the period interval of 20-100 s. We retrieved a Green's function for 
each station and each force. By summing Green's functions for each set of forces (vertical and 
horizontal), we obtain two simulated three-component seismograms at each station, one generated by 
the vertical forces and the other by the horizontal forces. Finally, we filter the traces between 9 and 13 
mHz, i.e., around the observed frequency of the seiche (10.88 mHz). For each station, and vertical and 
horizontal components, we measure the ratio between the peak ground displacement generated by the 
horizontal forces (PGDh) and the peak ground displacement generated by vertical forces (PGDv). The 
results are summarized in Table S3. The effective horizontal force is substantially more capable of 
generating surface waves at both stations. 

We therefore performed a direct simulation of the VLP signal recorded at selected stations worldwide 
(Fig. 5A) using, as the source, a horizontal force oriented along the transverse axis of the Dickson 
Fjord (N160°E, Fig. 5A), located at the center of the Dickson Fjord, in front of the observed landslide 
(Fig. 2), at coordinates 72.835°N, -26.985°E; the source is placed at 540 m depth (depth of the fjord 
at the chosen location). The only free parameter of our direct modeling exercise is the magnitude of 
the horizontal force. 

Synthetic three-component Green's functions are retrieved using the Syngine web service, as described 
above. We use as a source-time function the normalised simulated time series of the seiche at the 
location of the landslide (Fig. 4E). This time series comes from our dx = 3 m, Manning = 0.03 HySEA 
simulation. Synthetic Green's functions and the source time function are convolved to obtain the three-
component synthetic displacement signals at each selected station, which are finally compared to real 
data in the band 9-13 mHz. 

After some trial and error, we found that using a horizontal force of 5×1011 N produces a satisfactory 
fit, both in amplitude and phase, at most stations. 

Fig. S9 shows, as an example, the good fit between synthetic and observed signals, both filtered 
between 9 and 13 mHz, for station II.BFO, a station with predominant Rayleigh-wave motion. Fig. 
S10 shows, for the same station, the comparison of particle motion. 

Another example is given in Figs. S11 and S12 for station IU.RSSD, which is a station with 
predominant Love-wave motion. 

A Jupyter notebook for reproducing this forward modeling exercise 
("seiche_surface_waves_modelling.ipynb") is available (61) and can be used to check the goodness of 
fit at any seismic station for which data are available from the EarthScope DMC Web Services. The 
notebook makes use of ObsPy (150) to access the web services and process seismic traces. 
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(7) The seiche as the source of the VLP signal 

The radiation pattern, duration, and amplitude of the teleseismic VLP signal are consistent with a point 
source expressed as a horizontal force of 5×1011 N. The force is parallel to N160°N, which is 
perpendicular to the axis of Dickson Fjord, and its force-time-function oscillates at 92 s period with a 
slowly decaying amplitude. This has been demonstrated by the computation of synthetic seismograms 
and quantitative comparison with teleseismic recordings and is discussed in the preceding section. 

In a seiche oscillating perpendicular to Dickson Fjord, an oscillating horizontal force directed N160°E 
is needed to provide the necessary transfer of momentum to the center of mass of the oscillating water 
body. Here, we investigate whether the force amplitude of 5×1011 N would be consistent with the 
seiche amplitude found in the numerical tsunami simulation (Fig. 4E). A Jupyter notebook for 
reproducing this computation ("VLPsource_dynamics_triangular.ipynb") is available (61) and can be 
used to test different sets of input parameters. 

We consider a simplified geometry of the cross section of the fjord for an estimation of the order of 
magnitude of the seiche amplitude. This geometry is shown in Fig. S36 and is defined by the following 
quantities: 

𝐿 = 2700 m: width of Dickson Fjord; 
ℎ = 540 m: maximum depth of Dickson Fjord; 
ℎ𝑠 = 20 m: vertical extent of the wall at the shore to below the water surface; 
𝐷 = 10 km: section along the fjord, which takes part in the seiche; 
Δ𝑥: horizontal amplitude of the oscillating center of mass; 
Δ𝑧: maximum vertical deflection of the water surface at the shore of the fjord. 

The total volume of water taking part in the seiche hence is: 
𝑉 = '

1
	𝐿	(ℎ + ℎ5)	𝐷  

which with the above-defined dimensions is 7.6×109 m³ corresponding to a mass m of 7.6×1012 kg.  

The horizontal location of the center of mass of the sloshing water is 𝑥(𝑡) = Δ𝑥sin(𝜔𝑡) 

such that its kinematic acceleration becomes 𝑎(𝑡)=𝑥’’(𝑡)=−Δ𝑥𝜔2 sin(𝜔𝑡), where x’’ is the second 
derivative of x with respect to time t. The amplitude of the force needed to provide this acceleration 
then is 𝐹 = 𝑚𝑎 with 𝑎 = Δ𝑥𝜔2 with 𝜔 = 2π/92s. Hence 

𝛥𝑥 = 6
#	8!  

which equals 14 m with the above given dimensions and a force amplitude of 5×1011 N. For the 
simplified seiche geometry this corresponds to a vertical deflection Δ𝑧 of the water surface at the shore 
by: 

𝛥𝑥	 = 	
𝐿
3

𝛥𝑧
ℎ + ℎ5

	

and hence Δ𝑧 is 8.8 m, which is consistent with the seiche amplitude found in the numerical simulation 
(Fig. 4E).  

The total energy in the sloshing water body equals the maximum kinetic energy: 
𝐸9:; =

'
1
	𝑚	𝛥𝑥	𝜔	 =	3.5×1012 J.  

This is only a small fraction of the potential energy of the rock mass in the landslide: 
𝐸<=& = 𝑉	𝜌	𝑔	𝐻	 =	7×1014 J  
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where V = 2.5×107 m³ is the volume of rock, ⍴ = 2850 kg m-3 is the approximate rock density, g = 9.81 
m s-2 is gravity, and H = 1000 m is the approximate height above the fjord of the rock before the 
collapse. The landslide hence provides more than enough energy to get the seiche oscillation going. 

A seiche oscillation of the amplitude computed by numerical simulation with energy input from the 
rockslide hence provides the transfer of momentum corresponding to a force amplitude of 5×1011 N, 
the source of the observed VLP signal.  

(j) GPS data 

We processed the Global Navigation Satellite Systems (GNSS) data from regional East Greenland 
GNSS stations (Fig. S31) using the GIPSY-OASIS software package with high-precision kinematic 
data processing methods (170) with ambiguity resolution using Jet Propulsion Laboratory (JPL)'s orbit 
and clock products. We use the GIPSY-OASIS version 6.4 developed at JPL (171). We use JPL final 
orbit products, which include satellite orbits, satellite clock parameters, and Earth orientation 
parameters. The orbit products take the satellite antenna phase center offsets into account. The 
atmospheric delay parameters are modeled using the Vienna Mapping Function 1 (VMF1) with 
VMF1grid nominals (172). Corrections are applied to remove the solid Earth tide and ocean tidal 
loading. The amplitudes and phases of the main ocean tidal loading terms are calculated using the 
Automatic Loading Provider (http://holt.oso.chalmers.se/loading/) applied to the FES2014b ocean tide 
model including correction for the center of mass motion of the Earth due to the ocean tides. The site 
coordinates are computed in the IGS14 frame (173). We convert the cartesian coordinates at 30 s 
intervals to local up, north, and east coordinates for each GNSS station monitored at bedrock in east 
Greenland (Fig. S32).  

The GNSS data show no substantial vertical or horizontal displacement from by the landslide. The 
distance between the stations and the center of the landslide is too large to have recorded it.  
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Supplementary Text 

Text S1: Landslide nomenclature 
We follow the landslide nomenclature of Hungr et al. (174) in this paper. We thus use the term 
“landslide” to describe the broad overall mass movement event on the slope that occurred on 16 
September 2023. 

It is a delicate balance between using specific process-related names (-slide, - avalanche) and at the 
same time avoiding too complex descriptions. A problematic aspect is that the landslide changed name 
down the slope from an initial rockslide to a rock-ice avalanche. It can thus be confusing to refer to 
one or the other. We have chosen to refer to the landslide as a rockslide for the most part, but in some 
cases used the broader term landslide when referring to the whole sequence of mass movement. 

When referring to the other mass movements that have occurred on the slope (Table S1), we call them 
landslides as we do not know enough about them to assign a specific process, and even material, to 
them.  

Text S2: Physiography and climate of Dickson Fjord 
Dickson Fjord is situated in the northernmost area of the Kong Oscar Fjord system and is connected 
to Kempe Fjord together with Røhss Fjord and Rhedin Fjord. From its mouth north of Kempe Fjord it 
stretches northwestward for about 15 km and then roughly east-west for 23 km. The fjord is 38 km 
long and 2.5-3.2 km wide, and fills a glacially carved U-shaped valley with depths from 150-200 m in 
the western part and down to 700 m in the eastern part. The surrounding up to 60° steep coastal slopes 
stretch up to c 2000 m above sea level. Several smaller land-terminating glaciers are found on both 
sides of the inner Dickson Fjord. The nameless glacier (informally termed “student glacier” by 
scientists working in the fjord) where the present landslides have occurred is a narrow 200 m wide 
marine-terminating glacier connected to Hvide Støvhorn (175). This glacier stands on a 220 m wide 
and 80 m long sediment peninsula on the south side of Dickson Fjord with a water depth of 20-40 m 
just in front of the glacier and down to 540 m in the center of Dickson Fjord 1500 m from the terminus 
of the glacier. At the head of Dickson Fjord, the larger Hissinger Glacier has its terminus.  

The climate in Dickson Fjord is characterized by a long cold winter and short, cool summer. The fjord 
is situated 700 km north of the Arctic Circle, where the midnight sun characterizes the summer and 
darkness prevails during winter. The duration of the summer midnight sun and the winter polar night 
periods in the area is 93 days and 75 days, respectively, with a maximum incoming radiation of 750 
W/m2 during summer. Winters are generally very cold, with mean monthly temperatures as low as -
30°C. Mean temperatures at sea level are below freezing 9 months of the year, and only the months 
June to August have positive mean air temperatures of up to +5°C. The whole of northeast Greenland 
is characterized by continuous permafrost, and the mean annual ground temperature in the Dickson 
Fjord area is modeled to be -8°C (176). The mean annual wind velocity in the area is 4.5 m/s, most 
frequently coming from the north. However, during June–August the dominant wind direction is 
easterly. Precipitation data are currently not available for the Dickson Fjord, but 200 km north at the 
Zackenberg Research station, it varies from 214 to 320 mm, approximately 75% of which is snow. 
Snow cover is usually formed in September and disappears through June–July. Fast ice in the fjord 
breaks in July, and new ice begins to form in late September and early October. The area is currently 
warming and subject to an increase in freshening from river discharge and melting of sea ice and 
glaciers (38, 177). 
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Text S3: Brief geological setting 
Northeast Greenland is structurally dominated by the Silurian - Devonian Caledonian orogeny that 
deformed the bedrock in north-south oriented folds and thrusts (178). In Dickson Fjord, the bedrock 
consists of Archean orthogneiss with intervals of pelitic sediments and marble and is intensely veined 
by pegmatites of muscovite-granite composition. Where the rockslide started, the foliation (i.e., the 
internal layering of the metamorphic rock) is dipping ~45° towards the west, although detailed 
structural information from the fjord is scarce (179). 

Text S4: Other events in Dickson Fjord from satellite data 
Three visually confirmed (by satellite images) precursor landslides occurred in 2013-2014, 2016, and 
2017 from the same gully as the 2023-09-16 rock/ice avalanche (Table S1). These all occurred in the 
dark winter season without optical satellite coverage and ran out on the fjord sea ice without 
penetrating it. They could be recognized in Sentinel-1 Synthetic Aperture Radar (SAR) scenes and in 
early summer (June) Landsat 8-9 and Sentinel-2 satellite scenes when the snow on the sea ice is melted. 
Observations from satellite images of these landslides are briefly listed below to show that at least two 
of the events (2016 and 2017) correlate with VLP events. No VLP signal has been identified for the 
landslide that occurred in the winter of 2013/2014. Further research into their dynamics and 
tsunamigenic potential would be beneficial; this is, however, beyond the scope of the present paper. 
All open-access satellite images (Landsat: 1972-present, Sentinel-2: 2015-present) from Dickson Fjord 
were manually examined. No landslide events could be observed for the two seismologically observed 
VLP events in 2005 and 2006 (Table S1), but these both occurred in August when no show or sea ice 
was available to capture the traces of the possible associated landslide events. 

a) The 2013-09-30 to 2014-03-02 landslide 

A landslide deposit is seen on a Landsat 8-9 scene from 2014-06-11 after the snowmelt (Fig. S33a). 
Further analysis of Landsat 8-9 scenes shows that the event must have happened between 2013-09-30 
(last scene of 2013) and 2014-03-02 (first scene of 2014). The deposit has a run out of 1050 m from 
the shoreline onto the ice and an area of 0.75 km2. The glacier in the gully above the landslide is 
covered with debris in places, but no clear landslide scar can be identified. No seismic signal or VLP 
has been found for the event. 

b) The 2016-02-12 landslide 

A landslide deposit is seen on a Landsat 8-9 scene from 2016-06-07 after the snowmelt (Fig. S30b). 
Analysis of Sentinel-1 scenes and the identification of a VLP seismic signal show that the event 
happened at 2016-02-12 04:12 UTC (Figs. S7 & S31). The deposit has a run-out of 930 m from the 
shoreline onto the ice and an area of 0.56 km2. The glacier in the gully above the landslide is covered 
with debris in places but no clear landslide scar can be identified. 

c) The 2017-01-20 landslide 

The landslide deposit is seen on a Sentinel-2 scene from 2017-06-15 after the snowmelt (Fig. S32c). 
Analysis of Sentinel-1 scenes and the identification of a VLP seismic signal show that the event 
happened at 2017-01-20 08:10 UTC (Figs. S12 & S32). The deposit has a run-out of 1050 m from the 
shoreline onto the ice and an area of 1.29 km2. The deposit is asymmetrical, stretching towards the 
west. Three secondary features are observed that are not seen in the two previous events: (1) a distinct 
pattern in the snow cover on the ice indicates that the snow is thinner in a ~1200 m wide halo around 
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the deposit and potentially arranged in radial ridges. (2) Fractures in the sea ice concentric to the 
landslide deposits are seen both just next to the deposit but also at 500 to 1100 m from the deposit. (3) 
Seemingly randomly oriented fractured ice is observed in the fjord farther from the landslide than the 
concentric fractures. The glacier in the gully above the landslide is covered with debris in places, but 
no clear landslide scar can be identified. The randomly fractured sea ice is atypical for normal fjord 
ice, and we interpret this as an indication of tsunami activity in the fjord following the landslide. 

d) October 2023-10-11 landslide and tsunami 

Twenty-five days after the rock-ice avalanche of 2023-09-16, described in the main text, a new 
landslide occurred in the gully. The event was first recognized in the seismic record as it produced a 
VLP. A Sentinel-2 satellite image from 2013-10-13 showed that the glacier in the gully was now 
eroded even more than during the September 16th event, and the part of the glacier protruding into 
Dickson Fjord was also further reduced in size. No clear new landslide scar has been observed, but the 
glacier is dirtier after the event at a higher elevation than before. 

Tsunami runup could be observed in the images in two places: 200 m west of the mouth of the gully 
60 m runup was mapped. Here, 80 m runup was observed after the September 16th tsunami. 40 km (by 
waterway) from the source in Røhss Fjord, a vertical runup of 2 to 6 m was mapped versus 3 to 10 m 
in the September 16th event (Fig. S33). 

Field validation was not possible for this event because the Danish military does not patrol by boat 
this late in the season and the Air Force surveillance plane was not available. Furthermore, open-access 
satellite acquisition stops in this region in late October due to arctic winter darkness. 

We interpret the above event to be a minor (relative to the September 16th) landslide that entrained a 
large portion of the glacier. The initial landslide might have been composed of material deposited in 
the impact area of the gully after the September 16th rock-ice avalanche (Fig. 2F) or be a minor 
rockslide from the back-scarp of the September 16th rockslide. 

Text S5: Destruction of cultural heritage and implications for event return rate 
At Kap Hedlund, 35 km from the landslide by waterway, the 2023-09-16 tsunami had a vertical runup 
of up to 13 m (Fig. S35). Here a trapper hut from 1934 was replaced by a new hut in 1964 called Kap 
Hedlund Hytten. The exact elevation of this hut is unknown, but it was destroyed in the 2023-09-16 
tsunami (Fig. S34b,c). 400 m to the north, a Thule Culture Inuit site with remnants of three winter 
houses have been reported located 1 to 1.3 m above the high water mark (180, 181). The age of this 
site is unknown but the last sighting of Thule Culture Inuits from North East Greenland is from 1823. 
The conditions of these sites after the 2023-09-16 tsunami are unknown, but the low elevation and the 
destruction observed at the Kap Hedlund Hytten and in satellite images lead us to conclude that this 
site is destroyed. Several other cultural heritage sites of the Thule Culture Inuit and trapper era are 
present in the fjord system (Fig. 4B), and we expect that all the low-lying sites are affected by the 
2023-09-16 tsunami, but a comprehensive documentation of this is beyond the scope of the present 
paper.  

Apart from documenting the destructive force of the tsunami, these cultural heritage sites demonstrate 
that the 2023-09-16 tsunami is more than a ~one in 200-year event because the Thule Culture Inuit 
site older than 1823 would have been destroyed if such an event had occurred in this period. 
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Text S6: Supplementary tsunami simulations for wave damping 
A set of simulation tests have been carried out to investigate the wave damping within Dickson Fjord 
to provide an independent test to compare with the long duration HySEA simulations. For this we have 
used the dispersive GloBouss model (43, 43, 84, 85). 

Simulations are extended in duration and run at a much finer spatial resolution. GloBouss is run in 
linear shallow water (LSW) mode in which there is no dispersion or non-linearity. We extract two 
wave signals, one in the middle of the fjord (gauge A) and one in the eastern fjord bend (gauge B); see 
the extent of the computational domain and analysis results in Figs. S37 and S38, respectively. A 
noteworthy finding is that the first eigenmode found in the signal at gauge A (wave period of ~85 s) is 
almost not present farther out-fjord at gauge B, an indication that the first eigenmode is mostly trapped 
to the inner part of the fjord. The computed Q-values in Fig. S40 also confirms this weaker dissipation 
of the seiche in the inner fjord. Because of the simple numerical finite difference representation of the 
wave modeling in GloBouss, the long-term propagation gives rise to excessively noisy wave 
components of relatively high frequency that become more prominent when the wave simulations are 
run for a very long time. Hence, to monitor the damping of the most relevant low frequency part of the 
wave spectrum, we evaluate the time series from a time series subject to lowpass-filter with a cutoff 
at 0.03 Hz. To this end, we first take the FFT of a time series output from GloBouss at the gauge 
location, apply a simple cosine-squared with a width of the transition zone of 0.01 Hz, and then run an 
inverse-FFT to retrieve the filtered time series solution. This leaves wave components up to about one-
third of the dominant wave period. We further compare the result with the unfiltered solution taken 
directly from GloBouss. The original and lowpass-filtered signal have similar Q-values of ~2000. Due 
to the noisy behavior of GloBouss, the frequency pattern does not reveal the same clear almost 
monochromatic signal as HySEA, but still, the first eigenmode (~0.012 Hz, wave period ~85 s) and 
the first subharmonic (~0.024 Hz, wave period ~43 s) frequency is found in the spectrum. 

Grid refinement convergence tests show that the longer leading waves are reproduced similarly for 
different grid resolutions and that the Q-value (here roughly representing the envelope of the 
amplitudes over time) is retained for different resolutions (Fig. S39). With respect to the frequency 
spectrum, we see a similar pattern for the longer waves for different grid sizes, but with larger 
deviations for short waves (frequency less than 0.03 Hz). On the other hand, with the long duration 
signal in mind, it is not possible to avoid phase deviations appearing in the trailing waves for different 
grid spacings. The simulations give converging amplitude envelopes for the two grid resolutions of 
12.5 m and 25.0 m, for gauge A a Q-value ~3000, for gauge B a value of ~2000. This shows that the 
Q-values are unchanged with increasing spatial resolution for the GloBouss simulations, which 
supports the finding of a relatively low damping value (high Q-value) for the seiche wave in the inner 
fjord domain found using HySEA. The convergence of the amplitude envelope for lowpass-filtered 
signal shows the same results, shown in Fig. S40.  
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Supplementary Figures  
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Fig. S1: Seismic record section, plotted in the same way as Fig. 1A, but waveforms are filtered 
between 80 s and 100 s period and are shown to a larger distance range, showing the very long-
period (VLP) seismic signal propagating around the world.  
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Fig. S2: Render of the new bathymetry used in the tsunami modeling. Onshore, a 10 m DEM from 
SDFI is shown (69). The landslide area is depicted with a green star.  
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Fig. S3: Locations estimated from seismic data for the landslide (purple markers) and the very long-
period (VLP) signal (orange markers) using different methods and data (Table S2). Background 
colors indicate the beampower distribution for the location of the VLP signal for the heterogeneous 
Earth model. Inset top left: map of the 997 stations used for beamforming, dominantly located in 
North America and Central Europe. 
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Fig. S4: Acoustic signal recorded at infrasound array I37NO in northern Norway (1667 km 
distance). The ray theoretical arrival time is indicated by the vertical red line. “t” in the x-axis label 
= “time”.  
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Fig. S5: Seiche decay rates (Q-values) at the landslide location for HySEA tsunami simulations 
using different model grid spacing, bathymetry resolution, and Manning bottom-friction parameters. 
Q-values are computed by computing power spectral-densities in 3-hour sliding windows with 67% 
overlap between 4 and 10 hours after the landslide and observing how power decays in an 
integrated frequency band of 11.40-11.55 mHz (182). In the caption, “VLP” = “very long-period”.  
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Fig. S6: Spectrogram showing that the 10.88 mHz very long-period (VLP) event was also recorded 
by the SG.MEMB superconducting gravimeter installed in Belgium. The prominent signal at 8 mHz 
is the parasitic resonance of the sphere in the superconducting gravimeter.  
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Fig. S7: Phasor walks for the very long-period (VLP) signal recorded at II.BFO.10.LHZ for the 
initial 50 hours. A phasor walk is a graphic representation of how the complex Fourier coefficient at 
a particular frequency grows with the length of the time series. The three phasor walks start at the 
origin of the complex plane and are marked with an asterisk in 10-hour intervals. The frequencies 
for the three walks were chosen to cover the band covered by the VLP signal. All three walks are 
initially curved counterclockwise before they curl in the clockwise direction. This slow change in 
curvature is indicative of a slow change in the VLP frequency. The angle under which a phasor-walk 
departs from the origin is arbitrary: changing the start time by only a fraction of the signal period 
(92 s) any take-off angle can be obtained. The shape of the phasor-walk, however, remains 
unchanged. The position of the BFO seismic station is shown in Fig. 5A.  
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Fig S8: Vertical-component very long-period (VLP) signal durations estimated from global seismic 
stations up to 90 degrees distance. The duration pattern relative to the orientation of Dickson Fjord 
mimics the Love and Rayleigh wave relative amplitudes as shown in Fig. 5A. Durations were 
conservatively estimated by taking a semi-automated approach in which we first applied a 
narrowband filter around the fundamental frequency of the VLP, took the envelope of these filtered 
waveforms, smoothed them, and computed the duration when the envelope amplitude returned to the 
pre-event root-mean-square noise level. We cross-checked these automated duration calculations 
with a visual assessment of spectrograms. In the colorbar label, “Dist” = “Distance”.  
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Fig. S9: Observed (blue) and simulated (orange) ground displacement at station II.BFO, using a 
horizontal force of 5×1011 N and the vertical displacement at DK.SCO as a source time function. 
Both signals are filtered between 9 and 13 mHz. The position of the BFO seismic station is shown in 
Fig. 5A. 
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Fig. S10: Observed (blue) and simulated (orange) particle motion at station II.BFO, using a 
horizontal force of 5×1011 N and the vertical displacement at DK.SCO as a source time function. Both 
signals are filtered between 9 and 13 mHz. The back azimuth to the source is indicated by the red 
arrow. The position of the BFO seismic station is shown in Fig. 5A.  



Page 33 

 

 

 

Fig. S11: Observed (blue) and simulated (orange) ground displacement at station IU.RSSD, using a 
horizontal force of 5×1011 N and the vertical displacement at DK.SCO as a source time function. Both 
signals are filtered between 9 and 13 mHz. The position of the RSSD seismic station is shown in Fig. 
5A. 
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Fig. S12. Observed (blue) and simulated (orange) particle motion at station IU.RSSD, using a 
horizontal force of 5×1011 N and the vertical displacement at DK.SCO as a source time function. Both 
signals are filtered between 9 and 13 mHz. The back azimuth to the source is indicated by the red 
arrow. The position of the RSSD seismic station is shown in Fig. 5A. 
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Fig. S13: Spectrograms of vertical component seismograms of the other detected events with a 
monochromatic signal near 10.88 mHz (Table S1). (a-c) Events recorded on DK.SCO. (d-e) Events 
recorded on II.ALE before data were available from DK.SCO. In the caption, “PSD” = “power 
spectral density”.
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Fig. S14: Variation of the dominant period of the VLP signal with time. In a sliding window analysis 
with 5-hour long windows and 4-hour overlap the VLP peak frequency was estimated from Hanning-
tapered Fourier spectra. The vertical component data of 45 Global Seismographic Network (GSN) 
and GEOSCOPE stations were analyzed (gray curves). The blue and red curves show the mean and 
median variation. The steel blue curve shows the prediction of the ocean tide at Dickson Fjord. For 
the given time window it has a peak-to-peak amplitude of 1.3 m and is dominated by semidiurnal 
variations. Both signals, the VLP period and the ocean tide, show a clear semidiurnal component 
that is in phase such that high ocean tides coincide with the long VLP signal period (i.e., low 
frequency). The use of a 5-hour long sliding Hanning window to estimate the semidiurnal frequency 
variation of the VLP signal leads to a bias of 10%. Thus the true semidiurnal VLP frequency 
variation is 10% larger than shown in this figure.  
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Fig. S15: Overview map of the field area showing place names used in the text and positions of 
subsequent figures in the supplementary material. The background DEM is from GEUS and the 
bathymetry is from BedMachine V5.  
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Fig. S16: Rockslide volume estimation from a post-event DSM constructed from Pleiades satellite 
stereo-imagery tasked by the CIEST2 programme (ForM@Ter and CNES) and acquired on 2023-09-
29. (a) Pléiades multispectral image, centered on the rockslide of 2023-09-29. The water surfaces in 
the fjord and the shadows are masked in light gray (© CNES 2023, Distribution Airbus Defence & 
Space); (b) Hillshade of the 2m spatial resolution pre-event topography (ArcticDEM, 2022-05-22); 
(c) Hillshade of the 1m spatial resolution post-event topography (Pléiades DSM, 2023-09-29); (d) 
DSM of difference (DoD) calculated from the subtraction of the post-event and pre-event 
topographies; (e) Zoomed view of the rockslide source area as identified in the 2023-09-29 Pléiades 
multispectral imagery; (f) Zoomed view of rockslide source area in the hillshade post-event 
topography; (g) Longitudinal and transverse cross-sections presenting the pre- and the post-event 
topographies. 
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Fig. S17: Hypsometrically binned surface elevation change during 1987-2018 of the drainage basin 
of glacier GLIMS ID: G333056E72786N. The yellow/black line is the outline of the area that failed in 
the landslide, and the blue outline is the impact area where the rockslide impacted the glacier. 
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Fig. S18: Tidal signal from (a) Dickson and (b) Ella Ø moorings. Data are sampled every 15 
minutes at Dickson Fjord, and every 30 minutes at Ella Ø. The black line is observations, and blue 
and red are the predicted tide. (c) Tidal anomaly as well as the turbidity signal following the arrival 
of the tsunami.  



Page 42 

 

 
Fig. S19: Examples of observed runup in Dickson Fjord shown on false color Sentinel 2 satellite 
images. 9 km west of the landslide. The runup is seen as darker areas in the post-event image 
relative to the pre-event image. Some measured heights in m above sea level are shown with yellow 
arrows. Contour intervals are 50 m. Refer to Fig. 1C for the position of the conductivity, 
temperature, depth (CTD) station in the fjord.  
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Fig. S20: Infrasound array processing results at I37NO (Bardufoss, Norway). Ray-theoretical 
simulations of travel time (blue bar), phase speed, and back azimuth (both indicated by red circles) 
are indicated and show good agreement with the observed values. In the colorbar label, “SNR” = 
“signal-to-noise ratio”. 
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Fig. S21: Infrasound propagation modeling results from the landslide location towards infrasound 
array I37NO (red triangle) using the parabolic equation (PE) and ray theoretical models. The PE is 
used to simulate the transmission loss (TL) from the source at 0.5 Hz. The eigenray, connecting the 
source to the receiver, is shown in blue and is used to simulate arrival time, back-azimuth, and phase 
speed at I37NO (as shown in Fig. S20). The simulations are calculated using a 1-D model 
atmosphere (red line) retrieved from the European Centre for Medium-Range Weather Forecasts 
(ECMWF) operational forecast for 2023-09-16T13:00:00 UTC. The effective sound speed ratio (ceff 
ratio) corresponds to the effective refractive index for sound propagation in the atmosphere.  
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Fig. S22: Amplitude decay of the very long-period (VLP) signal from 16 September 2023 based on a 
sliding window spectral analysis. The amplitude of the VLP signal was estimated as the peak 
amplitude in spectra of Hanning tapered 1-hour-long data segments. The signal-to-noise ratio (SNR) 
for the VLP signal was estimated from the spectra as the ratio of the VLP peak amplitude over the 
root-mean-square (RMS) noise in frequency bands adjacent to the VLP peak. The amplitude errors 
shown are then taken as the peak amplitude over the SNR. An initial rapid decay with the quality 
factor of a harmonic oscillator, Q ~ 500 is followed after about 10 hours by a 10-times slower decay 
with Q ~ 3000. Note that the SNR 35 hours after the VLP onset is still 6:1 so we can rule out that the 
apparent slow VLP decay at later times is caused by bias due to low SNR. The position of the BFO 
seismic station is shown in Fig. 5A. 
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Fig. S23: Same as Fig. S22 but for the very long-period (VLP) event of 11 October 2023. 
Interference from simultaneous earthquakes produced the amplitude estimates with large error bars. 
For this event too, a transition from fast to slow signal decay is evident. The position of the BFO 
seismic station is shown in Fig. 5A.  
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Fig. S24: Same as Fig. S22 but for the very long-period (VLP) event of 20 August 2006 observed at 
II.ALE. This event is more than 10 times smaller than the two events from 2023 and signal decay is 
slow right from the start. The position of the ALE seismic station is shown in Fig. 5A.  
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Fig. S25: Polarization analysis of signals recorded at station II.ALE, Canada (Fig. 5A). R-T = radial-
transverse; R-Z = radial-vertical; Z-T = vertical-transverse; LHR = radial component; LHT = 
transverse component; LHZ = vertivcal component. 
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Fig. S26: Polarization analysis of signals recorded at station IU.KEV, Finland (Fig. 5A). R-T = 
radial-transverse; R-Z = radial-vertical; Z-T = vertical-transverse; LHR = radial component; LHT = 
transverse component; LHZ = vertivcal component. 
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Fig. S27: Polarization analysis of signals recorded at station IU.SFJD, Greenland (Fig. 5A).  R-T = 
radial-transverse; R-Z = radial-vertical; Z-T = vertical-transverse; LHR = radial component; LHT = 
transverse component; LHZ = vertical component. 
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Fig. S28: Simplified fjord geometry with the system of forces that are generated by a seiche. Water 
oscillates in the y-axis direction, while the main fjord axis is in the x-axis direction. 

 

Fig. S29: Rayleigh wave radiation associated with the two vertical forces that is recorded at two 
stations. The distance r is defined, for both stations, from the center of the axis system.
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Fig. S30: Surface wave radiation associated with the effective horizontal force and recorded at two 
stations. The colored circles are a schematic representation of radiation patterns for Love (pink) and 
Rayleigh (green) surface waves. The distance r is defined, for both stations, from the center of the axis 
system. 
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Fig. S31: Location of GNET GPS (Global Positioning System) stations in East Greenland. The 
green star is the position of the landslide in Dickson Fjord. 
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Fig. S32: GPS (Global Positioning System) time series of north, east, and up displacements at 
MSVG. The timing of the landslide is indicated with a red line.  
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Fig. S33: Satellite images of precursory landslide events at the glacial gully below Hvide Støvhorn. 
(A) Pan-sharpened Landsat 8-9 image (2014-06-11) of the landslide that must have failed between 
2013-09-30 and 2014-03-02. (B) Pan sharpened Landsat 8-9 image (2016-06-07) of the 2016-02-12 
04:10 UTC landslide. (C) Orthorectified gamma0 Sentinel-1 SAR image from the day of the 
landslide (2016-02-12). The high reflectance landslide deposit is given by a white arrow and has the 
same position as the white arrow in B). (D) Sentinel-2 image (2017-06-15) of the 2017-01-20 08:10 
UTC landslide. Note the fractured ice and the dark halo with the absence of snow distal to the 
landslide deposit. (E) Same as (B) but from the day after the landslide (2017-01-20). The high 
reflectance landslide deposit is indicated with a white arrow and the slightly lower reflectance halo 
distal to the deposit with a red arrow. The position of the arrows is the same as in D). 
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Fig. S34: Satellite observations of the 2023-10-11 landslide and tsunami. (A) Sentinel-2 image from 
2023-10-13 of the glacier. A runup of 50 m is mappable (blue arrow). The 2023-09-16 event had a 
runup of ~80 m here. The green arrow indicates where the peninsula has been destroyed during the 
event, and further depletion of the glacier is visible above this area. The red arrow indicates the 
assumed source area of this event as the glacier is debris-covered here. (B) A delta in Røhss Fjord 
40 km from the landslide showing inundation from the 2023-09-16 and the 2023-10-11 tsunamis. 
Vertical runups for the two tsunamis are indicated with red numbers for the 2023-09-16 event and 
blue for the 2023-10-11. 
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Fig. S35: Examples of cultural heritage destroyed by the tsunami. (A) False-color Sentinel 2 
satellite image from 2023-09-17 showing Kap Hedlund 33 km from the rock-ice avalanche. Tsunami 
runup is seen as dark colored areas and the maximum vertical runup is indicated with yellow arrows 
and annotated. 10 m contours are shown. The position of the Kap Hedelund hut from 1964 is shown 
(red triangle) along with the position of a Thule Culture Inuit site (red circle). Both are well within 
the inundated area. (B) and (C) photographs of the Kap Hedlund hut before (2022-08-09) and after 
(2023-09-19) the tsunami. Photo in (C) taken by the Sirius dog sled patrol of the Joint Arctic 
Command.  
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Fig. S36: Simplified cross section through Dickson Fjord (note the vertical exaggeration on the 
seiche height (Δz) and the height of the vertical fjord walls). The dimensions are defined by the width 
L = 2700 m and the maximum depth h=540 m. At the shore, the simplified fjord is confined by 
vertical walls, which extend to hs below the water surface. These walls simplify the computation of 
the location of the center of mass when the water surface gets deflected. In our computation, hs = 20 
m. The black dot marks the center of mass when the water surface is in equilibrium. The arrow 
shows the displaced center of gravity for the vertical displacement of Δz for the water surface at the 
shore.  
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Fig. S37: Computational domain and location of the gauges A and B in the GloBouss model.  
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Fig. S38: Wave period spectrum at gauges A (top) and B (bottom) for both original and lowpass 
filtered wave signal. The grid resolution is 12.5 m. In the legend, “orig” = unfiltered time series. 
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Fig. S39: Grid refinement test at gauge A for the simulations with GloBouss with grid resolutions of 
12.5 m and 25.0 m. From top to bottom panels, we respectively show the spectrum in wave period 
(computed for the first 10 hrs), entire wave signal, and first 1000 s of the wave signal.  
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Fig. S40: Computed damping factor (Q) based on curve fitting to a selection of wave peaks for a 
time window from 4 to 20 hours of tsunami propagation (lowpass-filtered signal). The Q values for 
different grid resolutions differ between 1.5% (gauge A) and 8% (gauge B).  
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Table S1: Seismic source locations obtained in this study using different methods and data. List of very long-period (VLP) and landslide events referable to 

the glacial gully below Hvide Støvhorn in Dickson Fjord. During the course of our work on the 2023-09-16 landslide-tsunami-VLP event, we have 

identified six other such events. Three of these are observed both in the seismic record, while one is only seen in satellite data (Text S4) and two are only 

seen in the seismic record.  

Date Time 
(UTC) 

VLP Trigger Source of 
trigger 
information 

Notes / 
special 
conditions 

VLP 
observed 
duration 

VLP 
frequency with 
1σ errors 
(mHz) 

VLP Q Love node 1st 
harmonic 

Love 
node 2nd 
harmonic 

initial 
amplitude at 
DK.SCO.LHZ 

initial 
amplitude at 
II.ALE.00.LHZ 

2023-10-11 16:50 yes Rock/ice 
avalanche? 

Sentinel-2 Tsunami 
observed 

~7 days 10.849 
 ±0.003 

Initially 1500, 
after 10 hrs 
transition to 
Q=4000 

N160°E no 
observation 

1.5 um; 
100 nm/s; 
7 nm/s² 

0.75 um; 
50 nm/s; 
3.5 nm/s² 

2023-09-16 12:35 yes 25.5 +/- 1.7 
x106 m3 
Rock/ice 
avalanche 

Field 
validation, 
Sentinel-2 

Tsunami 
observed 

~9 day 10.88 
±0.008 

Initially 500 
increasing with 
time to 3000 

N160°E N70°E 3.0 um; 
200 nm/s; 
14.0 nm/s² 

1.5 um; 
100 nm/s; 
7 nm/s² 

2017-01-20 08:10 yes Snow/debris 
avalanche? 

Sentinel-2 
Sentinel-1 

Run-out onto 
sea ice, sea ice 
disturbed by 
tsunami 

20 hours 10.919 
±0.005 

1200±300 insufficient 
horizontal signal 

no 
observation 

onset less clear; 
difficult to read 

0.15 um; 
10 nm/s; 
0.7 nm/s² 

2016-02-12 04:10 yes Snow/debris 
avalanche? 

Sentinel-2 
Sentinel-1 

Run-out onto 
sea ice 

4 hours 11.017 
±0.020 

650±250 insufficient 
signal 

 0.15 nm/s² +- 0.1 
nm/s² 

0.07 nm/s² +- 0.04 
nm/s² 

2013-09-30 
to 2014-03-
02 

Unknown not 
observed 

Snow/debris 
avalanche? 

Sentinel-2 Run-out onto 
sea ice 

Not observed n/a n/a n/a n/a n/a n/a 

2006-08-20 20:00 yes Unknown  on II.ALE 
source region of 
VLP still under 
discussion 

72 hours 10.906 
±0.010 

5000±1000 insufficient 
signal 

 no data 0.06 nm/s² ±0.04 
nm/s² 

2005-08-30 06:00 yes Unknown  on II.ALE 
source region of 
VLP still under 
discussion 

36 hours 10.912 
±0.010 

2000±1000 insufficient 
signal 

 no data 0.05 nm/s² ±0.04 
nm/s² 
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Target Approach Frequency Location Method details 

High-frequency 

(landslide) 

NonLinLoc  ~High 72.69N -27.34E 

OT: 12:35:03.3. 7. P and S 

readings at SCO, DBG, SUMG (6 

total). 

Regional waveform 

CMT Inversion  

Landslide 

0.04 Hz - 0.1 

Hz 

72.772N -26.796E 
Grond (183). Max station distance 

= 1300 km 

IMS2.0 bulletin 

(CTBTO) 

Landslide 

~High? 

72.9533N -

27.1474E 

OT: 12:35:34.95. Min dist: 8.5deg 

(II.BORG). 

Cross-correlation Landslide 72.806N -25.1739E  

First arrivals (GEUS) Landslide 72.644N -27.151E fixed to depth=0 

Low-frequency 

(very long-

period [VLP] 

event) 

Beamforming VLP in 

heterogeneous Earth 

VLP 

10 mHz - 12 

mHz 

72.2N -25.1E Model from LITHO1.0 (161) 

Beamforming VLP in 

homogeneous Earth 

VLP 

10 mHz - 12 

mHz 

72.2N -27.1E 4.1km/s best phase velocity 

Regional waveform 

CMT inversion  

VLP 

8 mHz - 15 

mHz 

73.93N -27.35E 

Grond software (183). Used a 

resonating source-time function at 

10.88 mHz (47). Max station 

distance = 1300 km 

Hybrid 
Automated Rayleigh 

wave stack-and-delay  
25-100 s period 

76.5N -31.5E 

(±1 deg) 
Method / catalogue: (184) 

Table S2: Seismic source locations. OT = origin time  
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 PGDh / PGDv 
(y-component) 

PGDh / PGDv 
(z-component) 

STA1 (400 km, x-direction) 500 infinite 
(null z-component from vertical forces) 

STA2 (400 km, y-direction) 21.8 62.5 

Table S3: Simulation results for the relative importance of surface wave motion generated by the 

two sets of forces: ratio between the peak ground displacement generated by the horizontal forces 

(PGDh) and the vertical forces (PGDv) for both stations (STA1 and STA2) and both components. 

The two components are named "y-component" and "z-component" in the table.  
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Multimedia Files 

Movie S1 
Time evolution over the first hour of the simulated seiche from the HySEA model (dx = 3 m; 
Manning = 0.03) along virtual gauges that corresponding to the X-X’ line shown in Fig 5B. Gauge 0 
corresponds to the landslide location; Gauge 20 is located on the shoreline directly opposite the 
landslide. In the movie, “t” denotes “time”. “Military bathy” means the high-resolution, 3 m 
bathymetry model. 

Movie S2 
Time evolution over the two hours of the simulated seiche across the Dickson Fjord from the HySEA 
model (dx = 3 m; Manning = 0.03). The colorbar gives water elevation in meters. In the movie, “t” 
denotes “time”, and the x-axis and y-axes correspond to easting and northing, respectively, with units 
of meters. 

Movie S3 
Teleseismic beamforming result showing the stack beampower and its peak location over ~10 days 
showing the stable location of the very long-period (VLP) seismic signal near Dickson Fjord. The 
inset map at the top-left shows stations used for the stack. The inset plot at the bottom shows the 
vertical waveform from DK.SCO, located ~300 km away from Dickson Fjord. 
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