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S U M M A R Y
Primary microseism is the less studied seismic background vibration of the Earth. Evidence
points to sources caused by ocean gravity waves coupling with the seafloor topography.
As a result, these sources should be in water depth smaller than the wavelength of ocean
waves. Using a state-of-the-art ocean wave model, we carry out the first global-scale seismic
modelling of the vertical-component power spectral density of primary microseisms. Our
modelling allows us to infer that the observed weak seasonality of primary microseisms in
the southern hemisphere corresponds to a weak local seasonality of the sources. Moreover,
a systematic analysis of the source regions that mostly contribute to each station reveals that
stations on both the east and west sides of the North Atlantic Ocean are sensitive to frequency-
dependent source regions. At low frequency (i.e. 0.05 Hz), the dominant source regions can
be located thousands of kilometres away from the stations. This observation suggests that
identifying the source regions of primary microseisms at the closest coasts can be misleading.

Key words: Numerical modelling; Computational seismology; Seismic noise; Theoretical
Seismology.

1 I N T RO D U C T I O N

Ambient seismic noise recorded worldwide between about 0.05 and
0.08 Hz is called primary microseism, and it can be generated by
ocean gravity waves propagating over the seafloor in shallow wa-
ter (Hasselmann 1963). Seismic waves have the same frequency
as ocean waves, and therefore primary microseisms are sometimes
called single-frequency microseisms. While ambient seismic noise
at higher frequencies (secondary microseisms) and lower frequen-
cies (seismic ‘hum’) has been widely studied, very little has been
done about primary microseisms.

Early studies identified sources of primary microseisms in near-
shore regions by comparing spectra of microseisms and swells (e.g.
Haubrich et al. 1963) or by frequency-wavenumber analysis (e.g.
Haubrich & McCamy 1969; Cessaro 1994). More recent studies
also used beamforming analysis to infer the location of the sources
of Rayleigh and Love waves in the primary microseism frequency
band (e.g. Juretzek & Hadziioannou 2016, 2017; Gal et al. 2018).
Primary microseisms recorded on the vertical-component seismo-
grams are dominated by the fundamental mode of Rayleigh waves
(e.g. Haubrich & McCamy 1969; Schimmel et al. 2011). The energy
ratio between Rayleigh and Love waves on the horizontal compo-
nents is still under debate and may vary with the location of the
seismic station (e.g. Friedrich et al. 1998; Nishida et al. 2008;

Juretzek & Hadziioannou 2017). Several of these studies were con-
ducted assuming that the coast responsible for the generation of
primary microseisms was the closest one along the source-receiver
direction obtained by beamforming analysis.

The coupling of surface gravity waves and seafloor topography
simplifies in the case of a constant slope (Hasselmann 1963) or
a fine-scale random topography (Ardhuin 2018). Using the first
approach extended to slowly varying topography, Ardhuin et al.
(2015) modelled the amplitude of the vertical-component primary
microseisms. They showed that the power spectral density (PSD)
of primary microseisms could be well modelled at three stations in
Europe considering sources in shallow water close to the ocean–
continent boundary, and assuming a constant ocean-bottom slope
and a uniform ocean floor topography along the coast. In that case,
ocean waves can be considered to be perpendicular to the topogra-
phy. Therefore, in agreement with previous theoretical studies (e.g.
Hasselmann 1963; Saito 2010), they considered ocean waves per-
pendicular to the topography in shallow water as the main factor
responsible for the generation of primary microseism. Small de-
viations from the perpendicular direction due to 3-D topographic
effects were not taken into account.

In this paper, we perform the analysis and modelling of 1 yr
of continuous seismic data recorded on the vertical component of
24 seismic stations of the Geoscope network located worldwide.
We focus on frequencies between 0.05 and 0.08 Hz. In Section 2
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we describe the analysis workflow applied to our seismic data set
and we detail the method used for modelling seismic PSDs. In
Section 3, we show maps of sources of primary microseisms, and
we compare our modelling with observations as a function of time
and frequency. We also locate the sources that mostly contribute to
primary microseisms at each station by inferring the source region
that on its own can explain the spectrum of primary microseisms. To
assess the robustness of our approach, in Appendix A we present the
modelling of another year of data using the same method discussed
in Section 2.

2 DATA A N D M E T H O D

We analyse vertical continuous seismic data recorded at 24 seismic
stations (triangles in Fig. 2) of the Geoscope network in 2013. We
use the vertical-component long-period (LHZ) seismograms, with
a sampling rate of 1 Hz. The instrumental response is deconvolved
from raw seismograms in order to get ground displacement, and
the PSD (in dB with respect to 1 m2 Hz−1) is computed every 3
hr, considering 50 % overlapping time windows of 1024 s. To avoid
earthquakes and retain only ambient seismic noise, we keep the
minimum value of the PSD every 24 hr.

We model the vertical-component PSD at the same 24 seismic
stations, following the theoretical framework proposed by Hassel-
mann (1963) and Ardhuin et al. (2015). To evaluate the location
and amplitude of the sources, we use the numerical ocean wave
model WAVEWATCH III, version 5.12, as implemented by Ard-
huin et al. (2014) with output available at ftp://ftp.if remer.fr/ifrem
er/ww3/HINDCAST. The model is forced by winds from the Euro-
pean Center for Medium-Range Weather Forecast (ECMWF) every
3 hr. Extended sources are discretized in a grid of point sources
each 0.5◦ both in latitude and in longitude. The amplitude of the
sources is expressed as pressure PSD induced by ocean waves prop-
agating over the seafloor. The ocean wave spectrum is evaluated
along the shorelines, and only waves in the direction perpendicular
to the shore—both towards and away from the shore—are taken into
account (Ardhuin et al. 2015). Following Hasselmann (1963), we
do not consider shallow depths that have no nearby coastline.

The simplified model of Ardhuin et al. (2015) based on a large-
scale sloping seafloor may require unrealistic large bottom slopes
where small-scale topographic features (with wavelengths similar
to those of ocean waves, typically 50–500 m) have large amplitudes
(Ardhuin 2018). The coupling between these topographic features
and ocean waves along the perpendicular direction is a possible
source of primary microseisms. However, these features are not
generally known, making it impossible to take them into account at
the global scale. In general, the energy level of ocean waves in di-
rections perpendicular to shore is highly correlated to the energy in
other directions so that the theoretical sources used here are a good
proxy for general sources caused by all types of bottom topogra-
phies. The detailed expression of the pressure PSD Fp(f) [Pa2 m2 s]
at the seafloor is given by Ardhuin et al. (2015) (Supporting Infor-
mation eq. S22) and by Ardhuin et al. (2019) (eq.3.16).

In that theoretical model, the source PSD is proportional to an
effective slope, called s in Ardhuin et al. (2015) (expressed in per-
centage form) and in Ardhuin et al. (2019) (expressed in decimal
form), which is not well known in the frequency band of primary mi-
croseisms due to uncertainties on bottom topography at scales under
5 km. However, as we shall see in the following, our first-order mod-
elling of primary microseisms does not take into account local site
effects at the source [e.g. sediments (e.g. Gualtieri et al. 2015; Koper

& Burlacu 2015), fine-scale seafloor roughness (e.g. Ardhuin 2018)]
and 3-D propagation effects [e.g. scattering at the ocean-continent
boundary, focusing and defocusing at heterogeneities (e.g. Ziane &
Hadziioannou 2019)]. Both of these aspects are not negligible at
the frequencies of primary microseisms. Therefore, we define an
effective fitting parameter γ (expressed in percentage form), which
accounts for effects that are not known [e.g. large-scale bathymet-
ric effects, that is the slope factor s of Ardhuin et al. (2015) and
Ardhuin et al. (2019), and small-scale topographic effects as in Ard-
huin (2018)] or not taken into account in our modelling (source-site
and 3-D propagation effects). We point out that our effective fit-
ting parameter γ weakly varies with frequency and therefore can
be assumed constant (see Section 3.4 for a more detailed explana-
tion). This assumption is justified by the fact that we consider a
narrow frequency band (0.05–0.08 Hz) and, as we will see in the
next section, the spectrum of primary microseisms expressed in
displacement varies within a few dB over this frequency band.

A pressure source acting over a given surface at the ocean seafloor
in shallow water is equivalent to a vertical force applied on a flat
Earth surface. Assuming a homogeneous half-space, the vertical-
component PSD of the total displacement u(f) [m2 Hz−1] recorded
at a seismic station at a given time can be written as the integral
over the displacement PSDs due to each vertical point force (e.g.
Kanamori & Given 1981):

u( f ) = γ
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where f is the seismic frequency, ρc = 2600 kg m−3 is the density
of the crust, βc = 2.8 km s−1 is the S-wave velocity in the crust,
R = 6371 km is the radius of the Earth, � is the spherical dis-
tance between source and receiver, and λ and φ are the longitude
and colatitude of the sources, respectively. The adimensional coef-
ficient c accounts for the (resonance) site effect due to the ocean
depth at the source (Longuet-Higgins 1950). We observe that at
frequencies between 0.05 and 0.08 Hz and in shallow water, where
the sources of primary microseisms are located (Ardhuin et al.
2015), the coefficient c is only relevant to the fundamental mode
of Rayleigh waves (c1 in Longuet-Higgins 1950, his fig. 1) and
it is nearly constant with frequency and ocean depth (unlike for
secondary microseisms, e.g. Gualtieri et al. 2013). Therefore, the
coefficient c in our computation is set to the corresponding con-
stant value, c � 0.2. The attenuation Q(f) and the group velocity
U(f) are computed for the fundamental mode of Rayleigh waves
in the frequency band 0.05–0.08 Hz using the QL6 model (Durek
& Ekström 1996) and the continental version of the Preliminary
Reference Earth Model (PREM) model (Dziewonski & Anderson

1981), respectively. The term e
−

ω�R

Q( f )U ( f ) accounts for minor-arc
propagation. At the frequencies of primary microseisms, major-arc
and multiorbit propagation can be neglected.

As already discussed, the displacement PSD u(f) depends on the
value of the effective fitting parameter γ , which includes effects
due to the slope of the seafloor over which ocean waves propagate,
as well as local source site effects and propagation effects. While
the latter aspects are not included in our first-order modelling, the
bathymetric and slope effects are unknown for two main reasons.
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Figure 1. L1-norm misfit between observed and modelled PSDs as a function of the effective fitting parameter γ for stations a) CAN (Canberra, Australia)
and b) IVI (Ivittuut, Greenland). The blue dot in each panel highlights the value of the effective fitting parameter γ at which the misfit is minimum.

First, the source magnitude is the result of a complex interference
between surface ocean waves and the bottom topography. Second,
the ocean floor geometry is generally not known to a level of detail
sufficient to estimate the contribution of the slope or the fine-scale
bathymetric roughnesses to γ . Therefore, to achieve the first-order
modelling of primary microseisms, we estimate an effective fitting
parameter γ for each station minimizing the L1 norm between 1 yr
of observed and synthetic PSDs, considering their minimum value
every 24 hr. Fig. 1 shows two examples of the misfit as a function
of the effective fitting parameter γ for stations (a) CAN (Canberra,
Australia) and (b) IVI (Ivittuut, Greenland). The minimum misfit
(blue dot) is clearly identified in both cases.

Assessing an effective fitting parameter γ for each station allows
us to perform the first-order modelling of primary microseisms.
This parameter includes both local and propagation effects, which
cannot be distinguished with the present first-order modelling. In
the following section, we will discuss the main outcomes of our
modelling. We will also present a strategy to refine the estimate
of the effective fitting parameter by inverting for fitting parameters
that vary with a given source area.

3 R E S U LT S

3.1 Worldwide modelling

In Fig. 2, we show a map of the median pressure PSD of primary mi-
croseisms. The value of the PSD of each source is the median value
over 2013 and in the frequency band 0.05–0.08 Hz. We observe
that sources on the eastern side of ocean basins at mid-latitudes (i.e.
western coasts of Europe and the US) are stronger than sources on
the western side. This evidence is due to the prevalence of westerly
winds at mid-latitudes. We also observe that many small islands
worldwide are associated with sources of primary microseisms.

A few observations of sources of primary microseisms have been
documented in the literature by triangulation of azimuths to the
incoming waves. For example, Cessaro (1994) observed persistent
primary microseism sources in the North Pacific Ocean near the
west coast of the Queen Charlotte Islands (Canada) and the North
Atlantic Ocean near the coast of Newfoundland (Canada). In both
these regions, the pressure PSD computed from the ocean wave
model (Fig. 2) shows a large amplitude.

The surrounding insets in Fig. 2 show the PSD (in dB with respect
to 1 m2 Hz−1) as the median over the PSDs computed every 3 hr in
2013 and as a function of frequency. In the case of missing data, we

consider only the portion of synthetics for which we have data. Data
are in blue and synthetics in red. Overall, synthetic and observed
PSDs have the same amplitude, shape, and slope. The fit between
data and synthetics is within a few dB, up to a maximum error of
about 4 dB at the station PPTF in French Polynesia.

Each synthetic PSD is computed by searching the value of the
effective fitting parameter γ that minimizes the L1 norm between
continuous observed and synthetic records averaged between 0.05
and 0.08 Hz over the year 2013. The effective fitting parameter γ

for each station is shown in Fig. 3 (colour scale) and listed in Sup-
porting Information Table S1. Being affected by source (e.g. local
site effects due to sediments and fine-scale seafloor roughness) and
propagation effects (e.g. scattering at the ocean-continent boundary,
focusing and defocusing at heterogeneities), other than by the slope
of the bathymetry at the coast, the effective fitting parameter γ in
Fig. 3 does not present a simple geographical pattern. However, we
can observe small values of γ at stations surrounding the Pacific
Ocean (blue triangles) and large values in Europe and Africa (green
triangles). A more complex pattern can be observed at seismic sta-
tions in the Indian Ocean, where γ is characterized by a large range
of values. The effective fitting parameter has an order of magnitude
of 10 and it is always larger than 1. This means that the features that
we do not take into account in our modelling (see Section 2) con-
tribute to the PSD recorded at the seismic stations. In Appendix A,
we show that these effective fitting parameters estimated using data
in 2013 are time independent, and they allow us to model another
year of data.

3.2 Seasonal variations

In Fig. 4, we investigate the seasonality of primary microseisms.
Figs 4(a) and (b) show maps of primary microseism sources in Jan-
uary and July 2013, respectively. Sources are defined as the median
pressure PSD between 0.05 and 0.08 Hz. In the Northern Hemi-
sphere, sources are stronger during the local winter (January, Fig.
4a) than during the local summer (July, Fig. 4b), notably on both
east and west sides of the North Atlantic Ocean, on the coasts of
Greenland and the Mediterranean Sea. Weaker variability is ob-
served on both sides of the North Pacific Ocean. In the southern
hemisphere, seasonal variability is less pronounced, with only some
confined regions (e.g. Pacific coasts of South America) clearly
showing stronger sources during the southern hemisphere winter
(July, Fig. 4b). The amplitude of sources around Antarctica varies
in response to local effects, such as the presence of sea ice, and
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564 L. Gualtieri et al.

Figure 3. Map showing the effective fitting parameter γ resulting from the L1-norm misfit minimization between observed and synthetic PSDs.

Figure 4. Pressure PSD Fp (Ps2 m2 s) of primary microseisms as the median over time and frequency in (a) January 2013 and (b) July 2013. (c) Observed
(blue) and synthetic (red) seismic displacements in 2013 at eight seismic stations (triangles in panels a and b) as a function of time (x-axis). The time-series are
normalized with respect to the standard deviation at each station and sorted by station latitude (y-axis) to enhance seasonal patterns on both hemispheres. To
avoid earthquake signals, we keep the minimum value every 24 hr in both data and synthetics. Major peaks and seasonality are well modelled.
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therefore does not follow a regular seasonal variability, as also ob-
served for secondary microseisms (e.g. Stutzmann et al. 2009; Grob
et al. 2011; Stutzmann et al. 2012). A peculiar case is represented
by the sources along the coasts of India. Despite being located on
the Northern Hemisphere, they show a larger amplitude in July than
in January. As already observed for secondary microseisms (e.g.
Koper & de Foy 2008; Stutzmann et al. 2012; Davy et al. 2015), the
sources around India experience a strong seasonality typical of the
southern hemisphere.

The seasonality of the sources is reflected in the seasonality
of the recorded primary microseisms. Fig. 4(c) shows time-series
of RMS minimum displacement integrated over the 0.05–0.08 Hz
frequency band. We keep the minimum value every 24 hr to re-
move earthquake signals. The time-series are plotted as a function
of the latitude of the stations (y-axis). The time evolution of data
(blue) and synthetics (red) is in good agreement, and many strong
peaks are well reproduced by our modelling. Moreover, the ground-
displacement time-series show a pronounced seasonal variability,
especially at stations in the Northern Hemisphere, where the am-
plitude of the primary microseism ground displacement is larger
in January–February than in July–August. Stations in the south-
ern hemisphere exhibit less seasonal variability—although we still
observe higher ground-displacement in January–February than in
July–August—in agreement with the time-varying behaviour of the
source amplitude in the southern hemisphere. A similar season-
ality can be observed in 2017 (see Appendix A, Fig. A1a). This
evidence is in agreement with observations at the global scale by
Schimmel et al. (2011) and in the Indian Ocean by Stutzmann et al.
(2009) and Davy et al. (2015), who showed weak seasonal varia-
tions of primary microseisms and pronounced seasonal variations of
secondary microseisms. The high periodicity of secondary micro-
seisms in the southern hemisphere was also observed in Australia
by Aster et al. (2008) using a quantitative metric to asses seasonality
over two decades and by Schimmel et al. (2011) by computing the
backazimuth to the incoming waves over 8 yr.

3.3 Dominant source regions

To understand where primary microseisms recorded at each sta-
tion come from, we perform simulations considering subsets of the
sources. We divide the global-scale source distribution into 12 re-
gions, as shown in Fig. 5. Then we model the amplitude of the
spectrum and the time evolution of the ground displacement con-
sidering each one of these source subregions separately. For each
station, we use the same effective fitting parameter γ used for the
global-scale simulations (Supporting Information Table S1). In such
a way, a direct comparison with the global-scale simulations can be
performed. Triangles in Fig. 5 denote seismic stations, and their
colour reflects the dominant source region. Triangles showing two
colours indicate stations where primary microseisms are due to two
different source regions.

Fig. 6 shows the median PSD in 2013 (Fig. 6a) and the time
evolution of the RMS displacement at 0.08 Hz (Fig. 6b) and 0.05 Hz
(Fig. 6c) at the station CAN (Canberra, Australia). Fig. 7 shows the
same quantities at the station IVI (Ivittuut, Greenland). The colour of
the solid lines reflects the source subregion (Fig. 5) used to compute
the synthetic spectra and RMS minimum displacement. Dashed
lines denote data (blue) and synthetics computed considering the
global-scale distribution of sources (red).

At the station CAN (Fig. 6a), sources from all around Australia
(black line) dominate at all frequencies, while the contribution of the

other regions decreases with distance. This occurs all year round,
as shown in Fig. 6(b) at frequency f = 0.08 Hz, and in Fig. 6(c)
at frequency f = 0.05 Hz. We observe that the fit is particularly
good at f = 0.08 Hz, while at f = 0.05 Hz the modelled time-series
of RMS minimum displacement (dashed red line) shows larger
amplitudes than observations (blue dashed line), especially during
the local winter. The same observation can be made for 2017 (see
Appendix A, Fig. A2). Detailed investigation of this evidence can
be found in Section 3.4.

At IVI (Fig. 7a), the dominant source region is frequency depen-
dent: sources around Greenland (yellow) give the largest contribu-
tion at f > 0.06 Hz, and sources on the west coasts of North America
dominate at f < 0.06 Hz. Although the sources along the east coast
of North America (dark red) are located closer to the station IVI,
they give a smaller contribution. The time-series of RMS minimum
displacement at f = 0.08 Hz (Fig. 7b) due to sources around Green-
land (yellow) is the largest contribution throughout the year, with
some sporadic dominant contributions due to sources around Eu-
rope (e.g. in April). At f = 0.05 Hz (Fig. 7c), the contribution due
to sources on the western (Pacific) coasts of North America (dis-
tance beyond 2800 km) is the largest on average, although several
individual peaks are due to sources around Greenland (e.g. in May),
and Europe (e.g. in November).

Primary microseisms at about 83 % of the stations can be ex-
plained by a unique source region at all frequencies (colour of trian-
gles in Fig. 5a and spectra in Supporting Information Figs S1–S4).
Some stations are located in the middle of their dominant source
regions (e.g. INU in Japan, TAM in Algeria, KIP and NOUC on
islands in the Pacific Ocean), while some others are located close
to edge of their dominant source regions (e.g. HDC in Costa Rica,
AIS, PAF and CRZF on islands in the Indian Ocean).

On the other hand, primary microseisms at about 17 % of the
stations—FDF and MPG along the eastern coasts of the central
Atlantic, IVI in Greenland, CLF and SSB in France—are charac-
terized by two main dominant source regions for varying frequency
(triangles showing two colours in Fig. 5 and spectra in Support-
ing Information Fig. S4). Some of the stations are characterized by
adjacent dominant source regions: SSB and CLF in France where
the dominant source regions are Europe and Africa. Primary mi-
croseisms at stations in Antarctica, CCD and DRV, show instead
dominant sources located around Australia. Some other stations are
characterized by local and distant source regions: IVI in Greenland
where the dominant source regions are Greenland and the coasts of
northwest America, and FDF and MPG along the eastern central
Atlantic coasts where the dominant source regions are southeast and
southwest America. At high frequency (f � 0.08 Hz), the closest
subregion always dominates, while at low frequency (f � 0.05 Hz),
it is the subregion located further away that dominates (see Fig. 7a
and Supporting Information Fig. S4). Notably, at low frequency (f
� 0.05 Hz), the dominant source region is located beyond about:
2000 km from the station FDF, 2750 km from MPG, 1220 km
from CLF, 880 km from SSB, and 2820 km from IVI. This evidence
demonstrates that primary microseisms recorded at a seismic station
can also be generated at distant coasts, especially around 0.05 Hz.

3.4 Source-dependent effective fitting parameter

In our computations, a constant effective fitting parameter γ has
been used for simulating synthetic PSDs at each seismic station.
The effective fitting parameter is defined as the value that minimizes
the misfit between data and synthetics. In Figs 6 and 7, we observed
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566 L. Gualtieri et al.

Figure 5. Map showing the 12 chosen source subregions (dots) and the 24 seismic stations (triangles), whose colour indicates the dominant source regions.

a remarkably good fit between synthetic and observed minimum
displacement all year round. An exception is the station CAN at
0.05 Hz (Fig. 6c), for which the synthetic minimum displacement
shows a systematic larger amplitude than the observed one. The
same discrepancy at 0.05 Hz at CAN is also observed in 2017
(see Appendix A). In Supporting Information Figs S9 and S10,
we investigate the frequency dependence of the effective fitting
parameter. We observe that the parameter γ is weakly frequency
dependent at the major part of the stations. In a few cases, the
effective fitting parameter varies with frequency (e.g. stations AIS,
NOUC), although the misfit does not vary significantly around the
minimum value. As a consequence, the observed overestimation at
the station CAN at 0.05 Hz cannot be explained by our assumption
of a constant effective fitting parameter.

To investigate this discrepancy between observations and syn-
thetics at 0.05 Hz at the station CAN, we let the effective fitting
parameter γ vary over macro source areas of 500 km and we use
simulated annealing to find the local effective fitting parameters that
allow a better fit. By iterating over source points, each parameter γ

is slightly modified, and changes are accepted if they improve the fit.
If the fit worsens, changes are still accepted with decreasing prob-
ability for increasing iteration number. The extension of the macro
areas, each of which include about 100 source locations, is chosen to
reduce the number of parameters and thus the computational time.
To resolve detailed local changes of the effective fitting parameter
γ , we minimize the L2 norm between data and synthetics.

We allow the local effective fitting parameter to vary symmetri-
cally around the initial constant value used in the previous simula-
tions, that is γ = 8 for the station CAN (see Fig. 3 and Supporting
Information Table S1). Fig. 8(a) shows the RMS minimum dis-
placement obtained for varying the fitting parameter (final model,
black) compared to the RMS minimum displacement obtained with
a constant effective fitting parameter (initial model, red) and the

observed RMS minimum displacement (blue), all at 0.05 Hz. The
histograms of the residuals between data and synthetics at 0.05 Hz
computed at each time step (Fig. 8b) shows that the final model is
much closer to the observations (histogram with empty black bars)
than the initial model (histogram with light blue bars). The local
effective fitting parameter that allows us to obtain the final model
reveals a clear spatial pattern, as shown in Fig. 8(c). With respect
to the starting value (γ = 8), the amplitude of the effective fitting
parameter drops on the south-western side of Australia and around
New Zealand, it increases on the northeastern side of Australia and
remains unchanged in the Philippine Sea and around Indonesia. Pos-
sible causes for this pattern are local structure effects (bathymetry,
sediments) and propagation effects (heterogeneities) or other fac-
tors in the actual source amplitude that our model does not take into
account. For example, we observe that the region where the effec-
tive fitting parameter is higher than average (yellow dots in Fig. 8c)
correlate well with the area of the southwestern Pacific Ocean where
tropical cyclones develop. Underestimation of the ECMWF wind
forcing in high wind conditions (Pineau-Guillou et al. 2018) (e.g.
tropical cyclones) can lead to errors in the ocean wave height (see
Supporting Information Fig. S11 and Rascle & Ardhuin 2013). This
can result in an underestimation of the source amplitude (Gualtieri
et al. 2018) in this region, which would justify the need for a higher
effective fitting parameter in our modelling.

4 D I S C U S S I O N A N D C O N C LU S I O N S

In this paper, we showed that our understanding of the generation
theory of primary microseisms, combined with a state-of-the-art
ocean wave model, allows us to model the amplitude of the spectrum
of primary microseisms successfully at worldwide-located seismic
stations and for varying time.
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Figure 6. (a) Median PSD over 2013 and RMS minimum displacement at the station CAN (Canberra, Australia) at (b) 0.08 Hz and (c) 0.05 Hz. Solid coloured
lines are referred to synthetic spectra computed considering only sources in a given subregion (see Fig. 5 for the definition of the different subregions). The
red dashed line represents the synthetic spectra computed considering sources at the global scale, while the blue dashed line represents data. The legend on the
bottom of the figure applies to the three panels. An enlarged version of panels (b) and (c) is shown in Supporting Information Figs S5 and S6, respectively.

The pressure source PSD of primary microseisms varies with
season, notably in the Northern Hemisphere. This seasonality is re-
flected in the seasonality of the recorded displacement as a function

of time. The major part of the stations is sensitive to sources located
in adjacent subregions, while some of the stations also need source
regions located far away to explain the PSD of primary microseisms.
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Figure 7. (a) Median PSD over 2013 and RMS minimum displacement at the station IVI (Ivittuut, Greenland) at (b) 0.08 Hz and (c) 0.05 Hz. Solid coloured
lines are referred to synthetic spectra computed considering only sources in a given subregion (see Fig. 5 for the definition of the different subregions). The
red dashed line represents the synthetic spectra computed considering sources at the global scale, while the blue dashed line represents data. The legend on the
bottom of the figure applies to the three panels. An enlarged version of panels (b) and (c) is shown in Supporting Information Figs S7 and S8, respectively.

For example, the PSD at the station IVI can be explained by sources
situated around Greenland at high frequency (f > 0.06 Hz), while
they require sources on the western coasts of North America to
explain the data at low frequency (f < 0.06 Hz). The east coast of

North America, the closest coast moving west from IVI, gives a
negligible contribution to the actual noise level (see Fig. 7a). The
same behaviour is observed at the stations FDF and MPG, with
dominant sources on the eastern coasts of South America at high
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Figure 8. (a) Observed (blue) RMS minimum displacement at 0.05 Hz recorded at the station CAN compared to the corresponding synthetic obtained with a
constant effective fitting parameter s = 8 (red) and to the synthetic obtained varying the effective fitting parameters over macro areas (black). (b) Histogram of
the residuals between data and synthetics (as shown in panel a) computed with a constant effective fitting parameter (light blue) and a varying effective fitting
parameter (black contours). (c) Map showing the effective fitting parameter computed over macro areas of 500 km.

frequency and on the western coasts of South America at low fre-
quency. The much closer eastern coasts of North America give a
negligible contribution (see Supporting Information Fig. S4).

One key aspect of the generation of primary microseisms is the
slope of the bathymetry in shallow water, where ocean waves prop-
agate. In our modelling, the effect of the slope in shallow water is
included in the effective fitting parameter γ (see Fig. 3 and Sup-
porting Information Table S1), which is assessed for each station
by minimizing the L1 norm between data and synthetics. This pa-
rameter also includes source site effects [e.g. sediments (Gualtieri
et al. 2015; Koper & Burlacu 2015), fine-scale seafloor roughness]
and 3-D propagation effects (e.g. scattering at the ocean-continent
boundary, focusing and defocusing at heterogeneities), which are
not taken into account in our 1-D modelling. The effective fitting
parameter estimated for each station is time independent. The same

values can be used to compute synthetic PSDs of primary micro-
seisms during other periods of time (Appendix A). A simple test for
sources around Australia recorded at the station CAN at 0.05 Hz—
taken as a case study because of the systematic discrepancy between
data and modelling—revealed that local variations of the effective
fitting parameter can improve the fit between data and synthetics.
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S U P P O RT I N G I N F O R M AT I O N

Supplementary data are available at GJI online.

Figure S1. Observed (blue dashed line) and synthetic PSD (in dB
with respect to 1 m 2 Hz−1) computed considering sources at the
global scale (red dashed line). Solid coloured lines refer to synthetic
spectra computed considering only sources in a given subregion.
Source subregions are shown in Fig. 5 in the main paper. The ob-
served PSD at these stations can be explained by sources along the
west coast of South America (top panels), around islands in the
Pacific Ocean (middle panels), and along the west coast of North
America (bottom panel).
Figure S2. Observed (blue dashed line) and synthetic PSD (in dB
with respect to 1 m 2 Hz−1) computed considering sources at the
global scale (red dashed line). Solid coloured lines refer to synthetic
spectra computed considering only sources in a given subregion.
Source subregions are shown in Fig. 5 in the main paper. The ob-
served PSD at these stations can be explained by sources along the
coasts of Asia (top, left column), Australia (top, right) and East
Antarctica (middle and bottom panels).
Figure S3. Observed (blue dashed line) and synthetic PSD (in dB
with respect to 1 m 2 Hz−1) computed considering sources at the
global scale (red dashed line). Solid coloured lines refer to synthetic
spectra computed considering only sources in a given subregion.
Source subregions are shown in Fig. 5 in the main paper. The ob-
served PSD at these stations can be explained by sources along the
coasts of Africa.
Figure S4. Observed (blue dashed line) and synthetic PSD (in dB
with respect to 1 m 2 Hz−1) computed considering sources at the

D
ow

nloaded from
 https://academ

ic.oup.com
/gji/article-abstract/218/1/560/5421624 by Biblio Planets user on 10 July 2019

http://dx.doi.org/10.1016/j.ocemod.2014.02.006
http://dx.doi.org/10.1002/2014GL062782
http://dx.doi.org/10.1785/gssrl.79.2.194
http://dx.doi.org/10.1093/gji/ggv221
http://dx.doi.org/10.1016/0031-9201(81)90046-7
http://dx.doi.org/10.1023/A:1009788904007
http://dx.doi.org/10.1093/gji/ggt090
http://dx.doi.org/10.1002/2015JB012157
http://dx.doi.org/10.1016/j.epsl.2017.12.026
http://dx.doi.org/10.1029/RG001i002p00177
http://dx.doi.org/10.1029/RG007i003p00539
http://dx.doi.org/10.1002/2016JB013017
http://dx.doi.org/10.1093/gji/ggx388
http://dx.doi.org/10.1016/0031-9201(81)90083-2
http://dx.doi.org/10.1002/2014JB011820
http://dx.doi.org/10.1785/0120080082
http://dx.doi.org/10.1002/qj.3205
http://dx.doi.org/10.1016/j.ocemod.2012.12.001
http://dx.doi.org/10.1111/j.1365-246X.2010.04695.x
http://dx.doi.org/10.1111/j.1365-246X.2012.05638.x
http://dx.doi.org/10.1093/gji/ggz056
https://academic.oup.com/gji/article-lookup/doi/10.1093/gji/ggz161#supplementary-data


Analysis and modeling of primary microseisms 571

global scale (red dashed line). Solid coloured lines refer to synthetic
spectra computed considering only sources in a given subregion.
Source subregions are shown in Fig. 5 in the main paper. The ob-
served PSD at these stations can be explained by a two dominant
source regions for varying frequency (top four panels) or by sources
around Australia (bottom panels).
Figure S5. Enlarged version of Fig. 6(b).
Figure S6. Enlarged version of Fig. 6(c).
Figure S7. Enlarged version of Fig. 7(b).
Figure S8. Enlarged version of Fig. 7(c).
Figure S9. L1-norm misfit between data and synthetics in the fre-
quency band of primary microseisms (0.05-0.08 Hz, blue) compared
to the L1-norm misfit in two narrow frequency bands: 0.05–0.06 Hz
(red) and 0.07–0.08 Hz (black). Each panel corresponds to a seismic
station (see Fig. 1 for station location).
Figure S10. (continued).
Figure S11. Normalized root mean square error (NRMSE) for the
modelled significant wave heights Hs in 2013, against data from
Jason-1, Jason-2 and Envisat altimeters.
Table S1. Coordinates of the Geoscope seismic stations used in this
study. For each station, the effective fitting parameter γ obtained
minimizing the misfit between data and synthetics is given.

Please note: Oxford University Press is not responsible for the con-
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To evaluate whether our results vary over time and assess the ro-
bustness of the effective fitting parameter, we compute synthetic
PSDs in 2017 using the same effective fitting parameters estimated
using data in 2013 (Supporting Information Table S1 and Fig. 3).

Fig. A1 shows the comparison between data (blue) and synthetics
(red) at eight stations of the Geoscope network. The locations of
the stations are shown in Fig. 4. Fig. A1(a) shows the time-series of
RMS minimum displacement integrated between 0.05 and 0.08 Hz.
As in Fig. 4(c) for 2013, the time-series in 2017 in Fig. A1(a) are
plotted as a function of station latitude (y-axis). The time evolution
and the strongest peaks in the data are well reproduced by the
synthetics. Like in 2013, we observe a pronounced seasonality at
stations in the Northern Hemisphere.

Fig. A1(b) shows the PSD (in dB with respect to 1 m2 Hz−1) as
the median value of the PSDs computed every 3 hr in 2017 and as
a function of frequency. Data are in blue and synthetics are in red.
The overall shape and amplitude of the PSD are well reconstructed
at all stations, with a fit within a few dB. We recall that the same
effective fitting parameters found in Section 2 for 2013 have been
used to compute synthetics in 2017.

We also investigate the RMS of the displacement at the station
CAN in 2017 for varying frequency. Similarly to 2013 (Figs 6b and
c), we find that the fit between data and synthetics is particularly

Figure A1. (a) Observed (blue) and synthetic (red) seismic displacements in 2017 as a function of time (x-axis). The time-series are normalized with respect
to the standard deviation at each station and sorted by station latitude (y-axis). (b) Observed (blue) and synthetic (red) seismic displacement PSDs (in dB with
respect to 1 m2 Hz−1) of primary microseisms in 2017 as a function of frequency. Synthetics have been computed using the same empirical fitting parameters
γ found minimizing the misfit between data and synthetics in 2013 (Fig. 3 and Supporting Information Table S1). The locations of the seismic stations are
shown in Figs 4(a) and (b).
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good at f = 0.08 Hz (Fig. A2a), while at f = 0.05 Hz (Fig. A2b)
the modelled time-series (dashed red line) shows larger amplitudes
than observations (blue dashed line). This persistent overestimation
could indicate a recurrent overestimation of the source amplitude in

this region (e.g. associated with tropical cyclones, see Section 3.4)
or to features that have not been taken into account in our modelling
(e.g. sediments at the source).

Figure A2. RMS minimum displacement at the station CAN (Canberra, Australia) in 2017 at (a) 0.08 Hz and (b) 0.05 Hz. Solid coloured lines denote synthetic
spectra computed considering only sources in a given subregion (see Fig. 5 for the definition of the different subregions). The red dashed line represents the
synthetic spectra computed considering sources at the global scale, while the blue dashed line represents data.

D
ow

nloaded from
 https://academ

ic.oup.com
/gji/article-abstract/218/1/560/5421624 by Biblio Planets user on 10 July 2019


