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ABSTRACT
Properties of earthquake source physics can be inferred from the comparison between
seismic observations and results of dynamic rupture models. Although simple self-similar
rupture models naturally explain the space and time observations at the scale of the whole
earthquake, several observational studies based on the analyses of source time functions
(STFs) suggest that they are unable to reproduce the initial accelerating phases of the rup-
ture.We here propose to reproduce the observed transient moment accelerations, without
affecting the global self-similarity of the rupture, to constrain their possible physical ori-
gins. Simulated STFs are generated from dynamic simulations with heterogeneous slip-
weakening distance Dc . Heterogeneity is introduced on the fault plane through a fractal
number-size distribution of circular patches, in which Dc takes a value proportional to their
radius. As a consequence of the stochastic spatial distribution of the patches, rupture
development exhibits a large variability, and delays between initiation and main rupture
activation frequently occur. This variability, together with the dynamic correlation
between rupture velocity and slip velocity inside each broken patch, successfully perturbs
the self-similar properties: rather than growing quadratically with time, STFs have an
higher apparent time exponent, close to the observed value of 2.7. In a broader perspec-
tive, our simulations show that to respect observed STF shapes, realistic dynamic models
should generate bursts of seismic moment, most likely by episodes where slip and rupture
velocity are correlated. Such a behavior appears to emerge more naturally when consid-
ering heterogeneities in the friction parameters rather than in the initial stress.

KEY POINTS
• We explore the dynamic origins of high-frequency radi-

ated energy observed in earthquake source time functions.
• Observations are explained by fault models with hierarchi-

cal patches and size-dependent fracture energy.
• Realistic dynamic models should include physical mecha-

nisms correlating the slip and rupture velocities.

INTRODUCTION
Continuous development of seismic networks in the last dec-
ades has vastly increased the number of seismic records, for
earthquakes of different sizes occurring in all tectonic contexts.
Analysis of these seismic observations are important as they
can be compared with synthetics generated by dynamic source
models, with the aim of improving realism of rupture scenar-
ios. One of such observation-derived products are the teleseis-
mic source time functions (STFs), which describe the time
evolution of the seismic moment rate. Teleseismic STFs can
be efficiently extracted for earthquakes of magnitude larger

than 5.5–6, resulting in hundreds of observed STFs each year.
Several STF catalogs have been built (Tanioka and Ruff, 1997;
Bilek et al., 2004), the most exhaustive today being the
SCARDEC catalog (Vallée et al., 2011; Vallée and Douet,
2016). STFs can be used to quantify global source parameters,
such as duration, stress drop, and rupture velocity (Courboulex
et al., 2016; Chounet and Vallée, 2018; Chounet et al., 2018).
These latter studies for instance show that total seismic
moment is proportional to the cube of the duration, or that
stress drop and rupture velocity are magnitude independent,
which together satisfy the assumption of self-similarity (Aki,
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1967). The concept of self-similarity requires that all nondi-
mensional quantities (e.g., slip over length or rupture velocity
over wave velocity) are indeed constant. In this case, no clues
about the earthquakes’magnitude can be found before rupture
starts declining and moment rate steadily evolves as t2 in the
growing phase (Kostrov, 1964; Sato and Hirasawa, 1973).

Dynamic rupture simulations based on slip-weakening fric-
tion law (Ida, 1972) reproduce not only the rupture behaviors
of earthquakes (Olsen et al., 1997), but also such global self-
similar relations by incorporating scaling laws in the friction
parameters or in the initial stress field (Cocco et al., 2009;
Nielsen et al., 2016; Gallovič et al., 2019; Ulrich et al., 2019;
Aochi and Twardzik, 2020). For example, Aochi and Ide
(2004) numerically show that linear increase of the friction
parameter Dc with distance to the rupture initiation, supported
by observational evidence of growing Dc with the final earth-
quake size (Abercrombie and Rice, 2005; Lancieri et al., 2012),
results in a rupture process with constant rupture velocity
when the initial stress field is uniform. For scale-invariant
Dc under the same uniform initial stress, rupture velocity
beyond the nucleation zone gradually increases throughout
the rupture propagation and finally exceeds shear-wave veloc-
ity, which violates rupture self-similarity. Dynamic models
with heterogeneous initial stress and constant Dc also lead
to self-similar relations for global source parameters, such
as constant apparent stress drop or final seismic moment being
proportional to the cube of the corner frequency (Ripperger
et al., 2007; Mai et al., 2018; Aso et al., 2019).

Although the STF is an integral view of the rupture process,
preventing the direct analysis of local space–time features, time
dependence of the moment rate provides insights on the earth-
quake rupture development. STFs can thus be used as a con-
straint for physics-based earthquake source modeling (Ulrich
et al., 2019; Wollherr et al., 2019). Based on STFs analysis,
recent studies (Meier et al., 2016; Denolle, 2019; Danré et al.,
2019) identify distinct transient phases during the rupture
process, and Renou et al. (2019) aimed at characterizing
how rupture accelerates. The results of the latter study show
that, despite magnitude-independent values, seismic moment
acceleration does not respect steady self-similar growth: rather
than evolving quadratically with time, STFs have a larger
apparent time exponent (2.7), indicating that some source
parameters such as rupture velocity or slip velocity do not
behave independently when rupture accelerates. It is expected
that the time exponent is equal to 2 in the case of steady self-
similar growth of STF, corresponding to the linear increase of
Dc with hypocentral distance (Aochi and Ide, 2004). It there-
fore implies that different Dc distributions are necessary to per-
turb the moment rate evolution when rupture accelerates.

The objective of the present study is to find possible origins
of these transient moment accelerations by creating dynamic
models whose heterogeneities of the friction parameter Dc gen-
erate local source complexities. We use the model of Ide and

Aochi (2005) as it already reproduces some important
observed features. First, the fractal number-size distribution
of circular patches generates a magnitude-independent behav-
ior, in agreement with a large number of studies (Meier et al.,
2016; Okuda and Ide, 2018; Ide, 2019; Renou et al., 2019). This
universal rupture growth is explained by the cascading rupture
of successive patches of growing sizes, with no information
about the final size before rupture declines. Second, the hier-
archical dependence of Dc as a function of the patch size gen-
erates the observed self-similar global source properties (Aochi
and Ide, 2004). Based on this framework, we perform dynamic
rupture propagation on a number of random Dc distribution
maps. We then explore how heterogeneous Dc affects the rela-
tionship between local rupture velocity and slip velocity, and in
turn influences the resulting seismic moment accelerations.
The role of an heterogeneous initial stress, combined with
the Dc heterogeneity, is finally investigated.

MULTISCALING HETEROGENEOUS Dc MODEL
Slip-weakening friction law and numerical method
Because the effects of geometrical or structural complexities are
not explored here, we consider a simple 2D planar fault con-
figuration within a homogeneous elastic medium (Fig. 1a).
Fault is a square grid of 64 × 64 points surrounded by an
unbreakable barrier, with shear stress applied to one direction
on the fault (x axis in Fig. 1a). Slip is governed by slip-weak-
ening friction law at each grid point (Fig. 1b), and its direction
is the same as the direction of the applied shear stress. In this
model, when shear stress τ increases from the initial stress τ0
and reaches the peak strength τy , a critical slip distance Dc is
required to decrease τ to the residual stress τr to trigger
dynamic slip instability. The energy per unit area provided to
reach Dc is the fracture energy Gc and is proportional to Dc

when τ decreases linearly (see green area in Fig. 1b). For the
simulations hereafter, τy and τ0 are kept constant so that Dc or
Gc can be indifferently referred to as friction parameters.

Parameters of the slip-weakening friction law are then
included in the formulation of the dynamic problem as boun-
dary and initial conditions. Following the work of Aochi and
Ide (2004), we solve the elastodynamic equations relating the
stress and particle velocity with the boundary integral equation
method (Fukuyama and Madariaga, 1998; Aochi et al., 2000).
The multiscaling approach of Aochi and Ide (2004), based on a
renormalization technique, is used to model dynamic propa-
gation regardless of the size of the rupture process, through a
set of four subspaces with different physical scales. For each
subspace, numerical problem is solved on a 64 × 64 spatial grid.
Rupture first nucleates with abrupt stress drop on a finite crack
in the subspace with the smallest physical dimensions, but this
artificial initial effect is not visible after two renormalizations.
When rupture reaches the edge of a subspace, renormalization
is applied and rupture propagates into the subspace of larger
physical dimensions. During each renormalization, the slip
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rate (namely, seismic moment release rate) and the fracture
energy on the equivalent surface are always conserved
(Aochi and Ide, 2004). As in the heterogeneous fault of Ide
and Aochi (2005), large events develop over the evolving field
in which the representative value of Dc becomes large as the
rupture grows. Very small values of Dc disappear due to the
homogenization during the renormalization. In such a model,
rupture is macroscopically controlled by the large Dc values
and small heterogeneities with small Dc become invisible in
terms of seismic wave radiation, because the rupture front
(cohesive zone) is predominantly governed by the largest Dc

values representing the scale of interest (Aochi and Ide, 2004).
This procedure enables us to continuously follow how a

smaller event grows into a larger one and is consequently
well-suited for our following analysis focusing on transient fea-
tures of the rupture process. The procedure itself is nondimen-
sional and we set such that the largest ruptures propagate into

the last fourth subspace with dimensions of 65.536 km ×
65.536 km, grid spacing of 256 m and timestep dt � 0:0844 s.
The rigidity μ is equal to 32.4 GPa and the P- and S-wave veloc-
ities are VP � 6:0 kms−1 and VS � 3:46 kms−1, respectively.

Fractal Dc distribution of circular patches
Irregularities in terms of friction parameters are incorporated
following the approach of Ide and Aochi (2005). We consider
asperities as randomly distributed circular patches, with their
number-size distribution following a fractal distribution. Nn

and rn, the number and radius of the nth-order patches, are
expressed as

EQ-TARGET;temp:intralink-;df1;308;588Nn � 2−DnN0 and rn � 2nr0; �1�

with D = 2 is the fractal dimension, andN0 and r0 are the num-
ber and radius of the smallest zero-order patches, respectively.
As mentioned in the Introduction, global self-similarity of the
rupture process arises from the linear grow of Dc with rn. The
critical slip-weakening distance Dcn of the nth-order patches
can therefore be written as

EQ-TARGET;temp:intralink-;df2;308;471Dcn � 2nDc0; �2�

with Dc0 is the slip-weakening distance of the zero-order
patches.

A random realization based on this procedure is shown in
Figure 2. Fault heterogeneity map has the same physical dimen-
sion as the largest subspace of the numerical scheme (i.e.,
65.536 km × 65.536 km) but is initially composed of 4096 ×
4096 elements. We assume eight orders of patches and set values
in equations (1) and (2) toN0 � 16; 384, r0 � 90 m, andDc0 �
1 mm for smallest patches, leading for n = 7 to a single patch
(N7 � 1) with r7 � 11:52 km and Dc7 � 128 mm. These val-
ues are based on the parametrization previously done in Ide and
Aochi (2005). Points belonging to several patches take the small-
estDc-value of these patches and we assign a large “background”
Dcmax (equal to 512 mm) to the points outside of all patches.
Uniform τy � 5 MPa and τr � 0 MPa are assigned while τ0 �
3 MPa is kept constant so that the potential effects of an hetero-
geneous initial stress field are not considered here (see the
Effects of a Random Initial Stress Field section). Complexity
in the following simulations are therefore only caused by hetero-
geneous Dc.

As multiscaling simulation is done on 64 × 64 spatial grids
for each of the four subspaces, the initial fault heterogeneity
map has to be resampled according to the subspace physical
dimension (Fig. 3). The subspace with the smallest physical
dimensions has the same discretization as the initial map of
Dc (one value each 16 m) whereas in subspaces with larger
physical dimensions, Dc values are averaged to be consistent
with the 64 × 64 spatial grids. Rupture artificially initiates
in a stress-free region (i.e., with a peak strength

(a)

(b)

Figure 1.10 (a) Fault configuration used in this study. A 2D planar fault composed
of 64 × 64 points is embedded in a homogeneous elastic medium. Shear
stress is applied in one direction and slip is restricted to the same direction.
Normal stress is kept constant during the simulation. Physical dimensions of
the fault plane are 65.536 km × 65.536 km. (b) Slip-weakening law gov-
erning the slip at each grid point. The fault is uniformly loaded at initial stress
τ0 before the rupture. The slip-weakening distance Dc is required to lower the
stress from the peak strength τy to the residual stress τr . The fracture energy
Gc is the energy per unit area required to reach Dc.
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τy � 0 MPa) of 60 m radius within a random zero-order patch
in the middle of the fault and this nucleation procedure is per-
formed for a large number of random heterogeneity maps. As a
consequence of the fractal properties on the fault plane, most
of the simulations stop within zero-order patches and only a
few random Dc distributions result in ruptures propagating in
the largest patches, in agreement with the Gutenberg–Richter
law (Ide and Aochi, 2005).

EXPECTED CHARACTERISTICS OF THE MODEL
This multiscale heterogeneous configuration is by design a cas-
cade model in which small and large events are the result of
successive ruptures of increasing patch sizes. Growing phases
of the largest events include characteristics of the smaller ones,
resulting in a magnitude-independent rupture process as long
as rupture develops.

During its development, rupture randomly hits areas with
relatively high density of small and moderate-size patches, or
on the contrary areas where the large Dc values dominate. In
the former case, rupture is expected to accelerate due to the
relation between Dc (or Gc) and rupture velocity Vr (velocity

at which the rupture front
arrives at a grid point). In the
dynamic case of a crack with
a constant stress drop, fracture
mechanics at the tip imposes
that crack extension force G
is governed by the equation
of motion Gc � G. As G is a
decreasing function of Vr

(Kostrov, 1966; Eshelby, 1969;
Freund, 1972), energy balance
requires that Vr increases
when Gc decreases. The recip-
rocal argument implies that
rupture is slowed down (or
even arrested) when suddenly
entering in areas with large
Dc values. Areas broken at fast
rupture velocity are further
expected to have a higher slip
velocity (higher slip rate).
This is illustrated by the quasi-
dynamic self-similar circular
crack model (Kostrov, 1964;
Madariaga, 1976; Kaneko and
Shearer, 2014), in which slip
velocity at a given point and
time behind the rupture front
increases with rupture velocity.
Heterogeneous Dc is therefore
expected to create bursts of
seismic moment rate, by gener-

ating rupture episodes with joint increase of slip and rupture
velocity. In the following, we explore how this model is actually
able to reproduce the observations, by focusing on the events
propagating over several scales of the fault model.

RUPTURE CHARACTERISTICS IN HETEROGENEOUS
Dc MODELS
Observed influence of Dc on rupture velocity and
slip velocity
In the study of Ide and Aochi (2005), one heterogeneity map is
used to produce many simulations. However, we find that
moderate-to-large earthquakes are similar as they are con-
trolled only by one or few large patches and this does not guar-
antee sufficient variation for the purpose of study. We run 40
random heterogeneity maps, and we extract the largest events
that naturally stop before reaching the borders of the fault
model (20 typical simulations out of 40 are shown in
Fig. 4). Such events offer the potential to both track their devel-
opment phase and their macroscopic properties, the latter
being consistently self-similar, as for instance the magni-
tude-duration scaling law shown in Figure S1, available in

Figure 2. Fault heterogeneity map from random circular patches position, initially composed of 4096 × 4096 ele-
ments. The number of circular patches follows a fractal number-size relation. The value of Dc is assigned on each
patch following equations (1) and (2). The white star is the location of the artificial rupture initiation and the
subspaces with growing physical dimensions are represented by dotted squares.
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the supplemental material to this article. As we are interested
in the effect of Dc on local source properties, Figure 4 also
shows the iso–time contours of the rupture front.

Heterogeneous Dc distribution generates complex and
irregular ruptures, with different space–time evolution in each
case, despite similar fractal size–number relation for Dc for all
the simulations. Rupture can develop only when patches of
increasing size (and thus Dc) are favorably located so that
the cascading process is made possible. Because it is unlikely
that such a configuration simultaneously occurs in two (or
more) directions, ruptures tend to propagate in a preferential
direction (Fig. 4). In terms of rupture velocity, qualitative esti-
mates of its radially averaged value inferred from the rupture
front time show little-varying subshear values, consistent with
global self-similar properties.

The local variability of the rupture velocity, highlighted by
the rough contours of the rupture front, is a direct consequence

of rupture interaction with patches of low- or high-Dc values.
For a propagation occurring in an area with a given Dc-value,
rupture accelerates when overlying patches of lower Dc values
are broken. This acceleration is even more significant when the
decrease of Dc is large, although it remains more local because
low Dc values are located on relatively smaller patches. An
example can be seen in simulation 12 of Figure 4. About
6 s after the initiation, the rupture front is locally distorted
due to break of a Dc5 patch, whereas the rest of the rupture

Figure 3. Example of the four subspaces, renormalized from one random
realization shown in Figure 2, used for the multiscaling model. All the
tested events start in the scale 3 (bottom right) of smallest dimension and
possibly grow up to the scale 0 (top left). When present, the scales of
smaller dimension are shown by dotted squares. The white star shown at all
scales is the rupture initiation. All the events analyzed in this study
propagate in the four subspaces.
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is mostly controlled by Dcmax. Local increase of Dc leads in
contrast to rupture deceleration, as for example in simulation
8 of Figure 4: from 0.5 s after rupture initiation, small patches
are in direct contact with Dcmax areas, which temporarily
impedes rupture to go further right. These particular simula-
tions are also shown in Figures S12 and S13. Such positive
and negative local variations are caused by random patch
position and are therefore balanced over the rupture process.
This explains why at the scale of the whole fault, rupture
velocity does not diverge from classically observed subshear
values.

Figure 5 shows the same 20 simulations with their rupture
front contours (as in Fig. 4), but with color scale now showing
the maximum slip velocity. As expected from a simple crack
model, maximum slip velocity tends to increase with distance
from hypocenter, and thus take higher values for the largest
events that propagate further. More interestingly, maximum
slip velocity often coincides with large ruptured surface (see
e.g., simulations 12 or 20, also shown in Figures S14 and
S15), implying that maximum slip velocity correlates with local
rupture velocity, which has also been pointed out by other
dynamic studies (Schmedes et al., 2010; Bizzarri, 2012). The
role of Dc in this correlation is even more explicit than for

rupture velocity (Fig. 4), because maximum slip velocity areas
in Figure 5 mimic the circular shape of the patches.

Effects on STFs
Local correlation between slip and rupture velocity is expected
to be reflected in the STF characteristics. The moment rate
M
̣
�t� described by the STF is defined by

EQ-TARGET;temp:intralink-;df3;320;158M
̣
�t� � μ

Z
S�t�

u
̣ �r; t�dS; �3�

in which μ is the rigidity, u
̣ �r; t� is the slip velocity at time t and

position r, and S(t) is the surface area ruptured between origin
time and time t. Equation (3) shows that a rapid increase of S(t)
(corresponding to a high local rupture velocity), associated

Figure 4. Rupture process on 20 Dc random heterogeneity maps leading to
large events. The black lines show the contours of the rupture front every
0.5 s. The subspace with physical dimension of 16.384 × 16.384 km is
represented by the square delimited by dotted lines. The white star is the
position of the rupture initiation and moment magnitude Mw is indicated at
the top. Each simulation is numbered and the colored circle at the bottom
left refers to the corresponding source time function (STF) in Figure 6.

3
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with a large-slip velocity on this newly ruptured surface area,
create a burst in the STFs. Reciprocally, observed STFs there-
fore have the potential to quantify the realism of the dynamic
scenarios generated by heterogeneous Dc distribution.

For each simulation, we apply a three-point symmetric
moving average on the local slip velocity time functions, before
computing the synthetic STFs using equation (3). Such
smoothing allows to get rid from possible numerical instabil-
ities at high frequencies (>2 Hz) and takes into account that
such frequencies are anyway depleted in the observed STFs.
Besides, we also verified that we get the same results with
raw simulated STFs. About 20 simulated STFs are shown in
Figure 6, color coded as indicated in Figure 4. In agreement
with global scaling laws, their duration and peak moment rate
tend to increase with magnitude. However, diversity for events
of similar magnitude is also observed, in particular in the time
at which STFs grow toward their maximum. Such immediate
or delayed accelerations are observed for real earthquakes (a
classical example of delayed rupture is the 2014 Mw 8
Iquique earthquake (Yagi et al., 2014; Gusman et al., 2015).
These results are also in qualitative agreement with duration
variability found in real STF catalogs (Houston, 2001;

Bilek et al., 2004; Courboulex et al., 2016; Chounet and
Vallée, 2018).

Besides variability in their macroscopic properties, local fea-
tures also differ from STF to STF, as a consequence of rupture
and slip velocity distribution. At a given time, rupture can be
almost stopped (like in the simulation 3 shown in orange at a
time of 5 s), or in full development due to an increase in rup-
ture velocity and slip velocity (like in the simulation 15 shown
in gray, see also Fig. S16). This individual complexity differs
from models with continuous features such as Dc ∝ d, with
d is the hypocentral distance (Aochi and Ide, 2004). The latter
configuration leads to a steady growth of the moment rate with
M
̣
�t� ∝ t2, as for the rupture dynamics of a self-similar circular

crack with constant stress drop and rupture velocity (Kostrov,

Figure 5. Slip velocity maps of the same 20 events as in Figure 4. The black
lines represent the contours of the rupture front every 0.5 s. The subspace
with physical dimension of 16.384 × 16.384 km is represented by the
square delimited by dotted lines. The white star is the position of the rupture
initiation and moment magnitude Mw is indicated at the top. Each sim-
ulation is numbered and the colored circle at the bottom left refers to the
corresponding STF in Figure 6.
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1964; Dahlen, 1974; Madariaga, 1976; Nielsen and
Madariaga, 2003).

Comparison with observed development phase of
STFs
To compare synthetics STFs with the real ones, one approach is
to compute the statistical deviation from the t2 self-similar
development in both cases. Such a quantification has to take
into account the possible delays before main rupture activa-
tion, as well as nonmonotonic features of the STFs. Using
STFs from SCARDEC catalog, Renou et al. (2019) overcome
these difficulties by characterizing how rupture accelerates
independently of when it accelerates. To do so, the growing
parts preceding the peak moment rate are considered and are
hereafter referred to as the development phase. The STF slope
computation at prescribed moment rates then allows to
retrieve a generic time evolution of the moment rate inside the
development phase. Full details of the method are described in
the sections 2 and 3 of Renou et al. (2019), and comparison
between their observational evidence and the results for our
simulations are presented in the following paragraphs.

We apply their method for the simulated STFs and show the
development phases with thick colored lines in Figure 6.
Development phases exhibit similar increase of the moment
rate, due to the fact that they are by model construction

controlled by the propagation
into the same series of hierar-
chical patches, but their tim-
ings are significantly different.
Besides being consistent with
early and delayed development
phases observed in real STFs,
such feature is consistent with
the first results of Renou et al.
(2019): moment acceleration
values (i.e., local slope of the
STF) for a given moment rate
are on average magnitude
independent within the devel-
opment phase.

The second result of the
study of Renou et al. (2019)
reveals that on average,
moment rate M

̣
d during the

development phase follows a
power law M

̣
d ∝ tnd with

nd � 2:7� 0:11. We adopt
the same method to retrieve
nd for the simulated develop-
ment phases, by extracting local
slopes at prescribed moment
rates �M

̣
d�i�i � 1; 30� from

1015 to 1018 N · ms−1 (Fig. 7).
A linear fit in log–log scale is derived from these individual
moment acceleration values and is represented in Figure 7 with
the red line. The relation found from observations is added
(black dashed line), computed for larger moment rate values
as SCARDEC catalog contains STFs from larger earthquakes.
The slopes m of these two linear fits, related to nd as
nd � 1

1−m, are equal to 0.63 and 0.65 for observations and sim-
ulations, respectively. Although the small number of simulations
prevents robust statistical significance for values of linear coef-
ficients, it is clear that the m = 0.65 value is significantly higher
than self-similar law would predict (m = 0.5, black dashed–dot-
ted line).

From a mechanical perspective, our results suggest that at
the beginning of the rupture process, the energy balance
around the rupture front can be equilibrated to grow up quasi
steady. Rupture propagates on small patches with low Dc and
overlying patches with lowerDc are too small to drastically per-
turb the moment rate evolution. However, earthquake rupture
finds at some point a favorable patch of relatively important
size and over which smaller patches with low Dc are present.
In this case, rupture accelerates in terms of slip velocity and
rupture velocity and generates moment rate accelerations sim-
ilar to the observations. Such accelerations do not exist in a
purely self-similar model. It is therefore important to establish
a model for which the rupture starts as a cascade and is

Figure 6. STFs of the same 20 events as in Figures 4 and 5. Each STF can be associated with the corresponding event
using the color code of Figures 4 and 5. The thick colored part of each STF is the development phase as defined in
Renou et al. (2019).
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governed after some point by a characteristic patch, including
heterogeneity within, which also controls the final earth-
quake size.

EFFECTS OF A RANDOM INITIAL STRESS FIELD
In the previous section, the STFs properties were fully gov-
erned by heterogeneous Dc. However, while its exact distribu-
tion before earthquakes cannot be inferred, initial stress field
on real faults is variable at all scales and also generates com-
plexity of the rupture process (Hanks, 1979; Andrews, 1980,
1981). We generate maps of heterogeneous initial stress fields
following the approach of Ripperger et al. (2007), in which the
high-wavenumber amplitude content of a random field R is
attenuated by a power law decay. In this model, the 2D spatial
Fourier transform of the initial stress τ0�kx; ky� takes the form:

EQ-TARGET;temp:intralink-;df4;41;159τ0�kx ; ky� �
� τ0 � A R�kx; ky� if k ≤ kc
τ0 � A R�kx ;ky�

�k=kc�γ if k > kc
; �4�

in which kx and ky are the wavenumber components in the two
spatial directions, k �

����������������
k2x � k2y

q
, kc � 2π=Lc is the wavenum-

ber (associated with a correlation length Lc) beyond which
spectral amplitude decreases, and γ is the power of the decay.

The average initial stress value
τ0 takes the same value as in
the homogeneous case
(3 MPa) and we adapt the con-
stant A so that τ0 maximum
values do not exceed
τy � 5 MPa. The same spec-
tral description is used for each
of the four subspaces in order
they have the same hetero-
geneity at all scales, meaning
that Lc is relative to the length
L of each subspace.

For each of the previous 40
heterogeneous Dc maps, simu-
lations are now performed on
random heterogeneous maps
of τ0, and we extract the largest
ruptures that naturally stop
before reaching the borders
of the fault model. Four con-
figurations are tested using γ ∈
f1; 2g and Lc ∈ fL=4; Lg (see
the supplemental material).
An example is shown in
Figure 8, in which the hetero-
geneous Dc map of simulation
12 (see Fig. 4) is combined with
the four τ0 configurations. In
addition to the location of

small patches of low-Dc values, preferential direction of propa-
gation is now also governed by areas of high-τ0 values as it is
closer to τy , hence requiring less stress accumulation to propa-
gate dynamic instability.

A feature that was not found in simulations with homo-
geneous τ0 is the dynamic triggering at distance away from
the main rupture front for some simulations, mimicking the
behavior observed in some earthquake kinematic models
(Freymueller et al., 1994; Meng et al., 2018). However, in all
cases shown in Figure 8 and in the supplemental figures, we
observe that the spatial variations of τ0 do not strongly affect
rupture propagation, which is mainly influenced by hetero-
geneous Dc. The weak effect of τ0 variability is consistent with
theoretical considerations, as pointed out by Ripperger et al.
(2007): “…whereas Gc enters the “crack tip equation of motion”,
by its local value, stress drop contributes as a weighted spatial
average through the integral defining the stress intensity factor.”
This integral value of the stress drop for short-scale τ0 variations
and constant residual stress is therefore close to the mean value
of the random distribution, explaining why simulations resem-
ble the ones obtained for homogeneous τ0.

Fits of the moment acceleration as a function of the moment
rate during development phase are computed for the four cases

Figure 7.Moment acceleration as a function of moment rate in the development phase. Moment acceleration values
are color coded to be identified with the corresponding STFs of Figure 6 and are used to compute the linear fit in
red. Values from additional simulations are indicated by gray crosses. The black dashed line is the linear fit based on
observational data (Renou et al., 2019). The black dashed–dotted line is the best fit assuming a self-similar growth
(slope m = 0.5).

6

Volume XX Number XX XXXX XXXX www.bssaonline.org Bulletin of the Seismological Society of America • 9



(see the supplemental material), and we observe that the
increase is similar to the one determined in Figure 6, suggesting
that heterogeneous τ0 has a less drastic effect on the slope m
than heterogeneous Dc. To further document this point, we
also considered a fault with heterogeneous τ0 and continuous
linear increase of Dc with hypocentral distance. As shown in
supplemental material (Figs. S10 and S11), it confirms that for
values bounded between 0 and 5 MPa, τ0 has almost no effect
on the rupture propagation as moment rate in the development
phase is similar to the t2 self-similar behavior. In the present
configuration, larger variability is not possible to keep τ0 below
the peak strength τy . However, we can infer that larger extreme
values for τ0 would have more impact, as shown in the studies
of Danré et al. (2019) and Yin et al. (2021). But in our model,
this would lead in turn to modify both τy-value and the evo-
lution of Dc as a function of the patch size.

CONCLUSION
The hierarchical slip-weakening distance Dc model of Aochi
and Ide (2004) and Ide and Aochi (2005) had been shown
to reproduce the macroscopic properties of earthquakes, such
as size-frequency distribution or magnitude-duration scaling
laws. We show in this study that this model is also able to
reproduce characteristics internal to the rupture process,
and in particular the way it accelerates. Although having a large
variability (particularly in the timing at which seismic rupture
efficiently develops), the growing phase of the observed STFs

Figure 8. 11Examples of heterogeneous initial stress maps for different values
of γ and Lc (see equation 4), combined with the heterogeneous Dc map of
simulation 12 in Figure 4. The black lines represent the contours of the
rupture front every 0.5 s.
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follows an empirical power law that departs from standard self-
similar models: rather than growing quadratically with time,
Renou et al. (2019) found a larger time exponent of 2.7.
The dynamics of the hierarchical Dc model reproduces this
behavior as it creates local correlations of the slip and rupture
velocities, resulting in local increases of the STF slope.

In terms of ground-motion prediction, these sharp parts of
the STFs are expected to play an important role. As a matter of
fact, in a far-field point-source configuration, ground acceler-
ation is the second derivative of the STF, which largely enhan-
ces the role of the high-frequency bursts. Correlation between
ground velocity and seismic moment acceleration therefore
implies that the transient episodes shown in this study have
an impact on peak ground velocity values. Even if a highly
heterogeneous initial stress field may have a role, our simula-
tions show that the observed behavior can be obtained using
only variability in the friction parameters.

DATA AND RESOURCES
Simulation code of the multiscale dynamic rupture propagation can be
downloaded online at https://github.com/aochihi/. Observed source
time functions (STFs) used in this study are from the SCARDEC data-
base publicly available at http://scardec.projects.sismo.ipgp.fr/. The sup-
plemental material first include Figure S1, showing the consistent self-
similar relation between seismic moment and time of the peak moment
rate for a large number of simulations. Four heterogeneous initial stress
configurations not included in the main text, and the associated
moment acceleration as a function of moment rate for 20 simulations,
are shown in Figures S2–S9. Figures S10 and S11 show the case of
heterogeneous initial stress field together with linear increase ofDc with
hypocentral distance. Figures S12–S15 provide a closer look to some
simulations shown in Figures S4 and S5. Figure S16 further documents
the relation between high-frequency radiated energy and joint increase
of slip and rupture velocities.
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